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Abstract

Scenarios play a prominent role in policy debates over climate change, but questions continue about how best to use them. We describe

a new analytic method, based on robust decision making, for suggesting narrative scenarios that emerge naturally from a decision

analytic framework. We identify key scenarios as those most important to the choices facing decision makers and find such cases with

statistical analysis of datasets created by multiple runs of computer simulation models. The resulting scenarios can communicate

quantitative judgments about uncertainty as well as support a well-defined decision process without many drawbacks of current

approaches. We describe an application to long-term water planning in California.

r 2006 Elsevier Ltd. All rights reserved.

Keywords: Scenarios; Climate change; Uncertainty; Water management

1. Introduction

Scenarios increasingly make important contributions to
policy debates over climate change. They help commutate
the potential seriousness and uncertainty surrounding
climate impacts, provide reference cases for future ana-
lyses, and can support risk assessments and policy choices.
For instance, the Special Report on Emissions Scenarios
(SRES) (Nakicenovic et al., 2000) created four families of
21st century emissions scenarios for the Intergovernmental
Panel on Climate Change’s (IPCC) Third Assessment
Report (Houghton et al., 2001). Widely used to convey
the uncertainty over future levels of anthropogenic green-
house gases, these scenarios illuminate key trends driving
these emissions (such as economic growth rates, the extent
of globalization, and the direction of technological
change), and have provided inputs to numerous studies
of potential climate change impacts and policies.

Despite the usefulness of the SRES and other such
climate scenarios, there remains a significant gap between
current scenario practice and its potential contributions
(Parson et al., 2006). Two of the most important,
unresolved methodological challenges involve the best

means to choose three or four scenarios to summarize
what is often a very wide range of uncertainties and how
best to include probabilistic information with such
scenarios. This paper will describe a new analytic method
for identifying scenarios that may help resolve both these
questions.
In principle, well-developed methods exist for choosing a

small set of scenarios. As described by Schwartz (1996), a
scenario exercise should begin by describing the decision
challenge facing the scenario users. The exercise next
identifies the most significant driving forces affecting future
trends relevant to this decision based on their level of
uncertainty and their potential impact. The exercise then
proposes three or four scenarios that explore different
combinations of these driving forces and finally fleshes
each scenario out into a self-consistent and compelling
story about the future.
This approach to scenario development is often called

the scenario-axes method, because the scenarios can be
graphically displayed along axes defined by the driving
forces. For instance, the SRES team developed both
qualitative storylines and quantitative runs of simulation
models. They arrayed the storylines along axes represent-
ing two key forces underlying future emissions—the extent
to which: (1) future development balances environmental
concern as well as economic growth and (2) nations align
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themselves within regional or global groupings and
institutions. Fig. 1 reproduces a diagram used often in
SRES publications. A typical output of the scenario-axes
approach, it shows how the four combinations of these two
driving forces define the main SRES storylines—labeled
A1, B1, A2, and B2—about the key influences on future
greenhouse gas emissions.

The scenario-axes method derives from the view that
scenarios should change the way decision makers see their
environment, challenge and reorganize their mental mod-
els, and give them new intuition about the way the world
can work (Wack, 1985). A simple range of plausible values
for some important parameter, such as future greenhouse
gas emissions, is seen as insufficient to accomplish this goal.
Rather, the scenarios must present a small number of
diverse futures that fundamentally engage and confront the
decision makers’ view of the future. Accordingly, the
scenarios aim to describe futures that differ in ways
intensely important to the decision-making audience, and
to relate these differences to the alternative paths that
might be followed by a small number of fundamental
trends affecting the decision makers’ world.

While widely used in one form or another, this scenario-
axes approach often fails to achieve its goals with the
diverse audiences commonly found in public policy
debates. In many such cases, the multiplicity of combina-
tions of a large number of uncertainties suggests hundreds
to millions of potentially interesting scenarios. The choice
of a handful of the most interesting scenarios often rests on
the particular concerns and values of those crafting them.
These choices may not fully reflect the diverse views of the
relevant policy community, who may see the chosen
scenarios as arbitrary or biased towards some particular

policy outcome. Parson et al. (2006) note that the
unavoidable role developers’ judgments play in construct-
ing scenarios provides ample opportunity for partisan
challenges to their relevance and accuracy. Even within a
scenario-developer group, the scenario-axes method may
prove insufficient to capture the diversity of views. For
instance, van ‘t Klooster and van Asselt (2006) conducted
ethnographic research to describe how futurists in Dutch
planning agencies create scenarios. They found that the
standard scenario-axes technique failed to serve as a
unifying structure for diverse participants. Rather, the
process devolved into several fundamentally different
interpretations of the role the driving forces played in
supporting the scenarios.
These shortcomings of the scenario-axes method

strongly influenced the SRES process. The SRES team
produced storylines prior to their quantitative model runs
and featured the former prominently in their publications.
However, compared to the use made of SRES’s range of
quantified emissions paths, the climate community largely
ignores the storylines’ analysis of key driving forces. The
quantified paths provide a foundation for virtually all
serious assessments of future climate change and policies,
while the story lines exist primarily as four short
paragraphs perfunctorily quoted, if mentioned at all. There
is arguably little integration, and occasional inconsistency,
between the SRES storylines and model runs (Parson et al.,
2006). Substantive divergence also existed among the SRES
team over the meaning of some storylines. In the end, the
team failed to agree on descriptive names, relying instead
on the unevocative final choice of the storyline labels A1,
A2, B1, and B2.
Current scenario practice also leaves unresolved the

question of whether and how to best incorporate prob-
abilistic information. Following recommendations in the
scenario literature (Schwartz, 1996), the SRES developers
chose not to include any likelihood estimates with their
scenarios. Rather the SRES team labeled all the scenarios
as ‘‘equally sound,’’ language intended to suggest that
policy makers should seriously consider each scenario. This
decision, however, has generated considerable debate, and
Parson et al. (2006) argue that the probability issue remains
central to concepts of how scenarios ought to be developed,
interpreted, and used to support decision makers.
Many commentators, such as Schneider (2001), Reilly

et al. (2001), Giles (2002), and Webster et al. (2003), note
that probabilities are the standard language of risk
assessment and decision analysis and that decision makers
will ultimately require information about the likelihood of
various scenarios in order to make sound judgments about
the resources they should allocate to address them. If the
scenario-developers do not suggest which scenarios are
most and least likely, decision makers will use probabilistic
information obtained from other, likely less expert,
sources.
Others, such as Wack (1985), Grubler and Nakicenovic

(2001), Allen et al. (2001), and Lempert et al. (2004), argue
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Fig. 1. Scenario axes used for SRES scenarios (Nakicenovic et al., 2000).
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that any such probabilities would be misleading and
detrimental to the credibility of the scenarios among
diverse audiences. They note the difficulty of making
meaningful probability estimates of many key driving
forces such as future technological and political develop-
ments. They also note the challenge of defining the
boundaries of a particular scenario in a large, multivariate
space of possibilities and thus the technical difficulty of
unambiguously assigning a probability weighting. Most
importantly, those opposed to placing probabilities on
scenarios contend that such quantification will impede the
scenarios’ ability to encourage a diverse group of
participants, who may often hold different expectations
about the likelihood of alternative futures, to engage with
and agree on the range of uncertainties they face.

The traditional scenario literature also leaves unresolved
how the scenarios ought to support decision making. Some
scenario-planning literature does suggest using scenarios to
assess the robustness of alternative policies (van der
Heijden, 1996), but offers no systematic means of doing
so that would stand scrutiny in the policy debates
surrounding an issue such as climate change.

The new analytic method described in this study aims to
address both the challenge of choosing a small number of
relevant scenarios and incorporating probabilistic informa-
tion with those scenarios. The central idea is to use multiple
runs of computer simulation models to identify those
scenarios most important to the choices facing decision
makers. This scenario-identification process emerges natu-
rally from robust decision making (RDM) (Lempert et al.,
2003), a decision analytic framework based on the concept
of identifying strategies robust over a wide range of often
poorly-characterized uncertainties.

In brief, RDM starts with one or more proposed policy
actions, which may be suggested by policy analysis or
drawn from the policy debate. Integrated assessment
computer simulations report the strategies’ performance
over a very wide range of plausible future states of the
world. As described in more detail below, statistical cluster-
finding algorithms then identify one or more easily-
interpretable, low-dimensional regions in the often large,
multivariate space of plausible futures where the proposed
policy actions of interest perform particularly well or
poorly compared to the alternatives (Lempert et al., 2006).
The resulting clusters of futures suggest scenarios that are
particularly relevant to the decision makers’ choices. This
process not only yields scenarios with a clear justification
for their choice, but also quantitative measures of merit for
their ability to summarize the most policy-relevant
uncertainties.

This process also suggests likelihood thresholds for the
scenarios that might cause decision makers to prefer one
strategy over another. For instance, the analysis might
suggest to policy makers debating the choice between
Strategies A and B that they should favor the latter only if
they believed the odds of some extreme scenario were
greater than 10:1. Scenario developers can then compare

such thresholds to a wide range of views about the
likelihood of this scenario. This approach can reduce the
risk of overestimating the certainty of such estimates or of
provoking rejection of the scenarios by those who disagree
about their likelihood.
The next section of this paper will review the RDM

approach from which the proposed scenario-identification
process derives. The paper then presents an example
application to the challenge of water resource management
in California (Groves, 2005) to introduce the proposed
process and to suggest how policy makers can best use the
resulting scenarios. The paper will close with observations
about the strengths and weaknesses of this new approach,
and how it might be applied more broadly to other climate
change policy questions.

2. Robust decision making

The traditional optimum expected utility approach to
decision making under uncertainty has proved extraordi-
narily useful for a wide range of decision challenges (see
Morgan and Henrion, 1990 for an excellent review). In
brief, the process begins with a system model that describes
outcomes of interest contingent on the choice of strategy.
Uncertainties are characterized with probability distribu-
tions over input parameters to the system model. The
analysis then recommends the strategy with the optimal
expected utility contingent on these distributions. In
sophisticated applications, sensitivity analysis (Saltelli
et al., 2000) can then suggest how this ranking of policies
might be affected by different assumptions about para-
meter values or probability distributions. But at its heart,
this optimum expected utility framework addresses deci-
sions under uncertainty with two distinct and sequential
steps. First, risks are characterized by a single set of
probability distribution over future states of the world.
Second, this risk characterization is used to rank the
desirability of alternative policy choices.
There is widespread agreement that this traditional

optimum expected utility approach, at least in its most
basic form, is insufficient to address decision challenges
with the characteristics of climate change (see for instance
Arrow, 1995; Dessai et al., 2004; Jaeger et al., 1998;
Lempert et al., 2004; Morgan et al., 1999; Sarewitz and
Pielke, 2000). In particular, climate change affects a large
number of diverse interests and presents uncertainty so
large that it is not possible to confidently define a system
model or prior probability distributions on all the inputs.
We use the term deep uncertainty to describe such
conditions, defined as the situation where decision makers
do not know nor cannot agree upon the system model that
relates action to consequences, the prior probabilities on
the inputs to the system model(s), or the value function
that ranks the desirability of the consequences. If applied
under conditions of deep uncertainty, traditional optimum
expected utility methods can encourage analysts and
decision makers to be overconfident in their estimates of
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uncertainty in order to make predictions more tractable
(see, for example, Metlay, 2000); can make agreement on
actions more difficult as parties gravitate towards the
differing expert pronouncements of probability distribu-
tions most compatible with their own individual values,
policy priorities, or decision contexts (Herrick and
Sarewitz, 2000); and can lead to strategies vulnerable to
surprises which might have been countered had the
available information been used differently (Lempert
et al., 2002; Rayner, 2000).

RDM provides a quantitative decision-analytic ap-
proach to decision making under conditions of deep
uncertainty that attempts to address some of these
problems and, in so doing, may also provide a rigorous,
quantitative approach for choosing a small number of
representative scenarios and incorporating probabilistic
information with these scenarios. RDM is one of a variety
of approaches that recognize the importance of robustness
as a decision criteria appropriate under conditions of deep
uncertainty (Ben Haim, 2001; Metz et al., 2001; Rosenhead,
1989; Rosenhead et al., 1972; Yohe et al., 2004). It has
been described extensively in the scholarly (Lempert
et al., 2003, 2006; Lempert and Popper, 2005) and popular
literature (Light, 2005; Popper et al., 2005).

RDM proceeds from the observations that decision
makers often manage deep uncertainty by choosing
strategies whose good performance is relatively insensitive
to poorly characterized uncertainties. RDM formalizes
this notion with the concept of robust strategies, that is,
ones that perform relatively well, compared to the
alternatives, across a wide range of plausible future states
of the world. RDM uses computer simulation models, not
to predict the future, but to create large ensembles of
hundreds to millions of plausible future states that are used
to identify candidate robust strategies and systematically
assess their performance. Search algorithms, interactive
visualization, and statistical analyses then help users:
(1) identify robust strategies whose satisfactory perfor-
mance is largely independent of the eventually revealed
true values of most unknowns, and (2) characterize the few
deep uncertainties most important to the choice among
strategies.

RDM is consistent with traditional optimum expected
utility analysis, but inverts its order. While expected utility
decision analysis first characterizes the uncertainty as a
prelude to ranking decision, RDM is an iterative process
that begins with decision options and then runs the
expected utility machinery many times in order to identify
potential vulnerabilities of these candidate strategies, that
is, combinations of model formulations and input para-
meters where the strategy performs relatively poorly
compared to the alternatives. The analysis then suggests
new or modified strategies that might perform better in
these vulnerable futures and characterizes the tradeoffs
involved in choosing among these decision alternatives. In
contrast to traditional sensitivity analysis, which often
suggests how the ranking of strategies may change with

differing assumptions, RDM seeks to identify strategies
whose satisfactory performance compared to the other
strategies is relatively insensitive to all or most of the most
significant uncertainties. As part of this process, RDM uses
statistical cluster-finding algorithms to identify regions of
parameter or probability space where alternative decisions
have significantly different performance (Lempert et al.,
2006), similar to the policy-region analysis of Watson and
Buede (1987). These regions can usefully be interpreted as
policy-relevant scenarios.
Traditional scenarios represent another popular ap-

proach to informing decision under deep uncertainty that
also inverts the order of traditional expected utility
analysis. Like RDM, the scenario-axes method also begins
by identifying strategies of interest to decision makers and
then seeking key driving forces most relevant to those
decisions.1 Given the multiplicity of plausible futures, the
scenario literature emphasizes this focus as important to
the communicative power of a small set of scenarios. No
small set of scenarios can adequately summarize all
plausible futures, and only by focusing on those most
relevant to their concerns can several scenarios capture
decision makers’ attention. Many of the practical struggles
groups have reaching consensus on a small number of
representative scenarios appear to derive from difficulty
retaining this decision-focus throughout a qualitative
scenario-creation process. Similarly, the desire to use
scenarios within the traditional optimum expected utility
decision analytic framework clearly underlies many
attempts to include probabilistic information with scenar-
ios. Much of the opposition seems fueled by a sense that
such a decision framework is not the best context in which
to use scenarios.
RDM provides a quantitative decision analytic frame-

work consistent with the process and motivation of
traditional, qualitative scenario methods. The approach
thus offers the possibility of blending some of the best
features of analytic decision analysis and narrative
scenario-based planning. In particular, RDM may provide
a systematic means for identifying a small number of
representative scenarios and using them with probabilistic
information as part of a structured decision analytic
process. At the same time, the approach, designed to avoid
some of the difficulties inherent in applying optimum
expected utility methods under deep uncertainty, may also
help maintain and enhance scenarios’ ability to commu-
nicate this deep uncertainty to diverse audiences.

3. Using scenarios to inform California water planning

The challenge of water resource management in California
provides an excellent application of the RDM-approach to
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identifying scenarios. The California Department of Water
Resources (DWR) has recently completed the latest of its 25-
year, long-term, water planning documents—the California
Water Plan (DWR, 2005). For the past 50 years, DWR has
generally used single best-estimate forecasting in its long-
term planning documents. The most recent water plan for
the first time addresses uncertainty about the future using a
traditional scenario approach.2 Our group both participated
in DWR’s scenario process as well as contributed to the
agency’s efforts to identify improved methods for addressing
uncertainty in future California water plans.

3.1. The 2005 California Water Plan scenario process

The 2005 update of the California Water Plan (hereafter
2005 CWP) presents a broad overview of the short- and
long-term issues facing water resources management in
California. The document lays out a new framework for
meeting various objectives including state-wide water
reliability and environmental preservation and restoration,
and it includes descriptions of more than 25 different
resource management strategies that ought to be consid-
ered as future management and investment decisions are
made (Table 1). Notably, the 2005 CWP was developed
with the substantial participation of a diverse 65-member
advisory committee comprised of stakeholders drawn from
agencies and organizations across the state.

In contrast to prior plans, the 2005 CWP strongly
emphasizes uncertainty about future water management
conditions. It discusses challenges in estimating future
urban, agricultural, and environmental water needs. It
describes numerous institutional challenges affecting future
water supplies including water rights and environmental
and water quality legal requirements. It also details many
uncertain risks to the aging existing infrastructure—
particularly those facing the levee system within the San
Francisco Bay-Delta. Finally, it highlights ways in which
climate change may affect the state’s water system. These
discussions recognize that many of these factors are poorly
understood and thus pose a formidable challenge to
planning (DWR, 2005).

The DWR planning staff and CWP advisory committee
struggled to agree upon the appropriate analytic frame-
work for evaluating future water needs, available re-
sources, and appropriate management strategies, given
the substantial uncertainty about future conditions. Many
participants believed that the existing simulation models of

the water management system were ill-suited for planning
purposes because they were too complex to be adequately
understood by interested parties, imbedded too many
important and contentious assumptions about how the
system functioned, or were too cumbersome to evaluate the
many proposed management options under a wide range of
possible future conditions. Furthermore, the participants
argued that a deterministic approach to water supply and
demand forecasting, as had been applied in past water
plans, would not be appropriate given the growing
appreciation for the uncertainties about future water
management conditions.
The 2005 CWP staff and advisory committee ultimately

chose to initiate a traditional scenario planning approach
to help select among the many possible management
strategies. As is often the case with large, pluralistic
organizations, the 2005 CWP staff was unable to involve
a small, core group of participants throughout the entire
scenario-building exercise. Instead, DWR held several
meetings, each attended by a different group of between
15 and 21 people, to shape the development of a set of
initial scenarios that only considered variations in factors
affecting water demand. A smaller group of DWR staff
and meeting facilitators then used this input to develop the
ultimate scenario narratives. The official 2005 CWP
presented three scenarios of water demand, named
‘‘Current Trends’’, ‘‘More Resource Intensive’’, and ‘‘Less
Resource Intensive.’’ DWR deferred analysis of manage-
ment strategies and water supply conditions to future
editions of the Water Plan.
Throughout the scenario process, the advisory commit-

tee members and other stakeholders expressed apprehen-
sion.3 There was concern that three scenarios could not
encompass all the relevant uncertainties affecting future
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Table 1

Resource management strategies considered in the California Water Plan

Update 2005 (DWR, 2005)

Agricultural lands stewardship Recharge area protection

Agricultural water use efficiency Recycled municipal water

Conjunctive management and

groundwater storage

Surface storage—CALFED

Conveyance Surface storage—regional/local

Desalination System reoperation

Drinking water treatment and

distribution

Urban land use management

Economic incentives Urban runoff management

Ecosystem restoration Urban water use efficiency

Floodplain management Water transfers

Groundwater remediation Water-dependent recreation

Matching water quality to use Watershed management

Pollution prevention Other resource management

strategies

Precipitation enhancement

2In prior Water Plans separate forecasts of future water supply and

demand under different hydrologic conditions were sometimes developed

(see for example the 1998 California Water Plan (DWR, 1998)). We argue

that these do not represent distinct ‘‘scenarios’’ of water demand and

supply, as they arise from the same assumptions for all underlying factors.

The differences between the forecasts only arise from different expecta-

tions for precipitation drawn from the same assumed distribution of

hydrology. Such projections could be likened to engineering reports that

describe the performance of a road or bridge under summer and winter

conditions.

3See California Water Plan Update 2005 Public Advisory Committee

(2005) for a discussion of areas in which committee members agreed and

disagreed (available at http://www.waterplan.water.ca.gov/docs/cwpu2005/

vol4/vol4-background-acview.pdf).
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water demand. Observers also rightly observed that
considering water demand in isolation of supply and active
management diminishes the role that feedbacks among
them could play. For example, as each baseline water
demand scenario specifies a single trend in water price, the
relevance of such a scenario could be dramatically
diminished under supply conditions that would never
support such a price trend.

The small number of scenarios developed for the 2005
CWP also proved problematic. There was considerable
ambiguity about the descriptions of the scenarios and
connotations of the various scenario names. For example,
there was no consensus on what ‘‘Current Trends’’ meant
and what a ‘‘Current Trends’’ scenario should look like.
Many stakeholders also tried unsuccessfully to identify
scenarios that matched their views of the future. Without
such scenarios, some stakeholders feared that future
analyses based on these scenarios would not lead to a
serious consideration of their preferred management
approach. For example, at least one group participating
in the 2005 CWP chose to develop and publish an analysis
of its own scenario (Gleick et al., 2005). Finally, many
participants expressed confusion and concern about how
the scenarios would inform the significant choices facing
California water managers.

3.2. Quantifying the California Water Plan scenarios

DWR invited our group to participate in the Water Plan
scenario process, in particular by developing a model that
could quantify their three narrative scenarios. To support
this request and our subsequent RDM work, we developed
a simple low-resolution model in the Analytica software
package4 that could estimate urban and agricultural water
demand for each of California’s 10 hydrologic regions
(Fig. 2) under alternative demographic, economic, agricul-
tural, and water management conditions.5

The model, described in detail in Groves (2005),
estimates urban water demand by quantifying plausible
trends of households, employees, persons (as a proxy for
institutional water use), and per unit demand for each from
the year 2000 (an average year climatically for most of
California) to 2030.6 Future urban water demand is then
computed by multiplying the future demand units and their
average water use. Agricultural water demand is estimated
by specifying future state-wide changes in irrigated land
area and multi-cropping, and trends in parameters that
define how much water is needed per area of crop. Changes
in crop-mix are estimated through a set of rules that
apportion the statewide changes to the hydrologic regions.

This low-resolution model considers the effects of about
30 key uncertainties, including population and economic
growth rates, water price and conservation trends, and a
variety of parameters related to agricultural water use. The
model is designed to be calibrated to the results of
California’s high-resolution water demand models. That
is, the low-resolution model can reproduce the results of
cases run by the more detailed models and can thus be used
to interpolate among and extrapolate beyond this small
number of examples.7

Each model run is based upon average current condi-
tions that evolve over time (from 2000 to 2030) according
to parameters representing the major factors that are
believed to influence future water demand. Scenarios are
distinguished from one another by the specification of a
unique set of factors representing various trends and
parameters in the model.
We used the model to provide quantified time series for

future California water demand by sector and region for
each of DWR’s three narrative scenarios (Groves et al.,
2005), and the results are featured prominently in state
publications presenting the 2005 California Water Plan
(e.g. DWR, 2005).
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TL = Tulare Lake
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SC = South Coast

CR = Colorado River

Fig. 2. California’s 10 hydrologic regions (Groves, 2005). The RDM-

scenario analysis focuses on the South Coast (SC) region.

4Analytica is available from Lumina Decision Systems, Inc. (www.

lumina.com).
5The model also included a rough estimate of additional water needs for

environmental purposes.
6This basic method of forecasting urban water demand is similar to the

approach taken by other urban water demand models such as IWR-

MAIN (PMCL, 1999).

7For the Water Plan analysis, detailed modeling results of state-wide

water demand were not available for comparison with the scenario

estimates. Instead, we used recent demographic and agricultural land use

estimates to inform the ‘‘Current Trends’’ scenario to assure that the

scenarios were consistent with the best available forecasts of future water

use factors.
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3.3. Identifying policy relevant scenarios using RDM

We also used this model to support DWR’s considera-
tion of improved methodologies for handling uncertainty
in future water plans. This stylized analysis focuses on the
urban sector of Southern California to demonstrate how
RDM can identify policy-relevant scenarios for the
California water planning community (Groves, 2005).

We first modified the demand model described above to
consider only the South Coast hydrologic region and to
include a simple representation of future average-year
water supplies. The model has 16 key uncertain parameters
shown in Table 2. The scenario model was also expanded
to evaluate the performance of hypothetical water manage-
ment strategies consisting of new supply projects and
improved urban water use efficiency for Southern California
across a wide range of future water management condi-
tions.8 The analysis considers 24 strategies reflecting each
combination of zero to three new supply projects (each
yielding 300,000 acre-feet per year—about 3.7millionm3

per year—of new supply) and efficiency improvements
between 0% and 25% (in 5% intervals).

The performance of a particular strategy is evaluated by
an aggregate cost measure (net cost) which includes the
costs of (1) developing new supply, (2) increasing urban
water use efficiency, and (3) acquiring expensive spot-
supply in years in which average annual demand exceeds
average annual supply.9

We use RDM methods to identify policy-relevant
scenarios, which in turn can be used to identify robust
policies and represent the remaining tradeoffs facing
decision makers. The analysis begins by identifying a
single base case strategy that leads to the best (or optimal)
outcome (lowest net cost) for the future conditions
described by DWR’s ‘‘Current Trends’’ water demand
scenario, contingent on assumptions about future water
demand, the performance and cost characteristics of the
notional new supply, and urban water use efficiency
programs. This base case strategy builds one new 300,000
acre-feet per year water supply project and improves water
use efficiency by 10% over 30 years.
The analysis then identifies the future states of the world

in which this base case strategy performs poorly compared
to the alternative strategies described above, independent
of any assessment of the likelihood of these states of the
world. The low-resolution model compares the perfor-
mance of a large set of alternative strategies over many
plausible states. For each strategy, we use a 500-point
Latin hypercube experimental design10 to efficiently sample
the space of plausible future states described by the 16
model uncertainties. The study identifies poorly performing
states of the world as those with high regret where,
following Savage (1954), we define regret as the difference
between the base case strategy’s net cost in a particular
state of the world and the net cost of the optimal strategy in
that state of the world. In this example, the regret for the
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Table 2

Parameter list and ranges used in the RDM analysis and values for 2005 CWP current trends scenario

Parameter Parameter rangea Current trends scenario

Low High

Population growth (% of DOF estimate) 0.75 1.25 1.0

Share of multi-family houses (% change from Current Trends) �5% +10% +0%

Single family household size (% change from Current Trends) +0% +20% +0%

Multi-family household size (% change from Current Trends) +0% +20% +0%

Single family use price elasticity �0.35 �0.05 �0.16

Multi-family use price elasticity �0.07 �0.03 �0.05

Single family use income elasticity 0.20 0.60 0.40

Multi-family use income elasticity 0.25 0.65 0.45

Single-family use household size elasticity 0.20 0.60 0.40

Multi-family use household size elasticity 0.30 0.70 0.50

Employed fraction (% change from Current Trends ) +0% +2.5% +0%

Commercial use price elasticity �0.25b �0.07 �0.085

Industrial use price elasticity �0.25b �0.07 �0.085

Public use price elasticity �0.25b 0.0 0.0

Urban naturally occurring conservation (includes 5% efficiency) 5% 25% 15%

Marginal cost increase of policy-induced efficiency 0.5 2 n/a

aThe parameter ranges are drawn from the consultation with DWR staff. See Groves (2005) for more details.
bLower bound of price elasticity factors suggested by Pacific Institute (Gleick et al., 2005).

8For this analysis, we do not consider the existing management planning

occurring in Southern California. See Wilkinson and Groves (2006) for a

more specific examination of Southern California water management

options using a variant of the model described here.
9The cost for meeting unanticipated demand can also be interpreted as a

damage function for shortages.

10A Latin hypercube sample is created by dividing each exogenous

factor into segments with sizes inversely proportional to the number of

samples desired for each segment. The actual sample is then randomly

sampled from within each of the segments. This provides an efficient

space-filling experimental design for any given number of points in the

sample.
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base case strategy exceeds a hypothetical threshold value of
interest to water managers in 86 of the 500 scenarios
generated in the experimental design.11

To quantitatively identify scenarios, Lempert et al.
(2006) introduced the use of Friedman and Fisher’s
(1999) ‘‘Patient’’ Rule Induction Method (PRIM) to find
and characterize clusters in the database of model runs that
represent states of the world where the strategies have
significantly different performance. PRIM is a data-mining
algorithm designed to generate a set of low-dimensional
‘‘boxes’’ in high-dimensional data containing regions where
the value of a particular function is large (or small)
compared to its value outside these boxes. PRIM seems
particularly useful for suggesting scenarios because it aims
to optimize both the classification accuracy of the boxes
(the percentage of large or small function values they
contain) and the interpretability of the boxes (the simplicity
of the rules needed to define them).

We implement PRIM using publicly available software12

that inputs a dataset (which can be the output of a model
run over many combinations of input values) and a
criterion for interesting cases defined, as in Lempert et al.
(2006), as those where the regret of the proposed strategy
exceeds some threshold value. The algorithm outputs
descriptions of several alternative low-dimensional regions,
or ‘‘boxes,’’ that contain a high density of and span a high
proportion of the interesting cases.

PRIM generally suggests several alternative scenarios
along with two quantitative measures of merit—the cover-
age (or cluster size) and density of total states of interest
captured by each region—that can help users choose
among them. The coverage and density measures are
generally inversely correlated since a larger cluster likely
includes a lower density of high-value data. The PRIM
software thus presents the user with tradeoff curves (such
as the one shown in Fig. 3) that display clusters with
different combinations of coverage and density. These
clusters often differ in the number and identity of the
driving forces that define them. Users then choose the
cluster with the desired density/coverage tradeoff and
interpretability, that is, the one whose particular set of
defining driving forces makes it meaningful to the user as a
scenario. After choosing a cluster, the records within it are
removed from the database and PRIM can be run again on
the remaining records to produce additional clusters.

We use PRIM to find low-dimensional clusters of high
regret states of the world for the base case water manage-
ment strategy in the 16-dimensional uncertainty space
defined by the input parameters (Table 2) to our water
management model. The resulting two clusters are shown
in Fig. 4. The first cluster is defined by two of the model’s
16 uncertainty input parameters. Irrespective of the value
of the other uncertain parameters, any state of the world

where population grows more than 95% of the California
Department of Finance forecast (DOF, 2004) and where
exogenous efficiency gains (or naturally occurring con-
servation) are less than 15% over 30 years is a member of
this first cluster. We label this scenario the Rapid Growth

scenario, as it reflects conditions in which demand growth
is greater than anticipated due to higher population growth
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11In this analysis, costs for new supply, efficiency, and spot supply as

well as the regret threshold are notional.
12PRIM is available at http://stat.stanford.edu/�jhf/SuperGEM.html.
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and lower naturally occurring conservation. In this
scenario, costs are incurred to increase supply through
the spot-market.

The second cluster is defined by three parameters. Any
state in which population grows at a rate less than 97% of
the Department of Finance forecast, in which exogenous
efficiency gains are greater than about 19% over 30 years,
and in which the slope of the marginal cost curve for
efficiency is greater than 1.04 is a member of this second
cluster.13 We label this scenario the Soft Landing scenario,
as it reflects conditions in which demand growth is lower
than anticipated due to lower population growth rates and
higher naturally occurring conservation and the cost of
policy-induced efficiency is more expensive than antici-
pated. This scenario is undesirable not because of water
shortages (as with the Rapid Growth scenario) but because
of over-development of the region’s supply. In this scenario
the level of new supply and efficiency improvements are
higher than needed, leading to unnecessary expenditures.

The RDM-scenario process thus identifies a small
number of key driving forces particularly important to
the decision makers’ choice. Of the 16 uncertainties in the
model, Fig. 4 identifies three—the population growth rate,
the rate of exogenous conservation, and cost (or effective-
ness) of new efficiency programs—as most policy-relevant.
The process also suggests a small number of scenarios for
consideration. In a traditional scenario exercise, the three
uncertain driving forces along the axes of Fig. 4 would
suggest eight different scenarios (one in each corner). The
current analysis, however, identifies the two most impor-
tant as a focus for policy-makers’ attention.

The RDM-scenario process also provides measures of
merit to help users assess the quality of a particular set of
scenarios. In the current example, the two scenarios
contain 75% of all the states of the world in the sample
where the base case water management strategy has
significantly higher costs than the best alternatives. The
Rapid Growth scenario contains 40 (46%) and the Soft

Landing scenario contains 25 (29%) of these 86 states
where the base strategy performs poorly. The density of
poor-performance states for the base case strategy inside
these clusters is 61% and 63%, respectively—about 15
times the density of such states outside the clusters (�4%).

This example suggests that RDM provides a quantitative
method that can identify a small number of policy-relevant
scenarios consistent with the goals of traditional scenario
methods but without some its chief shortcomings. The two
scenarios in Fig. 4 are policy-relevant because they
characterize the key vulnerabilities of the base case water
management strategy. A decision maker who believes that

one or both of these scenarios is likely may want to
consider alternative strategies that perform adequately in
such scenarios or devise new strategies that are less
sensitive to the future states of the world represented by
these scenarios.
It is also interesting to recall that traditional scenario

practice often focuses on an external world with driving
forces separate from and unaffected by the decisions of the
scenario users. But often the most policy-relevant uncer-
tainties include those that affect the performance of the
decision makers’ choices. The scenario process described
here identified one such uncertainty—the cost of new
efficiency programs in the Soft Landing scenario—as being
more important to the success of the leading policy than all
other factors except for population growth and naturally
occurring efficiency. As traditional scenario analyses
typically consider only exogenous factors in scenario
construction, they would not have considered such an
uncertainty.

3.4. Incorporating probabilistic information with scenarios

RDM and its associated scenario-identification process
also provide a natural means to incorporate probabilistic
information with scenarios. The current debate divides into
two camps. On the one side, some argue that users require
guidance on likelihoods to use the scenarios for decision
making and that assigning probabilities to the scenarios
helps incorporate the best available expert information. On
the other side, some argue that scenario probability
estimates suggest a misleading degree of certainty about
the future and will inhibit the scenarios’ ability to gain
acceptance among users holding a wide range of expecta-
tions about the future. Furthermore, when disparate
assessments of probabilities exist, there is no universally
accepted way to adjudicate such disagreements.
Our proposed approach aims to address both sides’

concerns by reporting the threshold likelihood decision
makers would have to ascribe to a scenario in order to
change their proposed policy strategy. That is, the
approach asks ‘‘How likely would this scenario have to
be in order to justify a change of strategy?’’
As an example of this approach, Fig. 5 shows the

optimum water management strategy estimated by our
model for the South Coast region as a function of the
probability of the Soft Landing (horizontal axis) and Rapid

Growth (vertical axis) scenarios. If the Rapid Growth

scenario is considered highly likely (upper left hand corner)
policy makers ought to choose two new supply projects and
seek 10% efficiency improvements (labeled a 2–10%
strategy). If the Soft Landing scenario is considered highly
likely (lower right-hand corner) policy makers ought to
choose no new supply and 5% efficiency improvements
(labeled 0–5%). Finally, if neither scenario is considered
likely (lower left-hand corner), policy makers ought to
choose their base case strategy of one new supply project
and 10% efficiency improvements (labeled 1–10%).
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13The marginal cost of reducing water demand through efficiency is

specified to increase as a function of the percentage reduction. In

other words, the first percentage of reduction in water demand due to

efficiency is less expensive than subsequent reductions. This marginal cost

schedule is simply represented by the following formula: Mceff ¼ a+b

(Efficiency%). The model can reflect uncertainty in both parameters a and

b. For this study, a ¼ 10 and b ranges between 0.5 and 2.
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For decision makers considering the base case strategy,
this figure thus defines critical likelihood thresholds for the
Rapid Growth and Soft Landing scenarios. If decision
makers believe Rapid Growth has a probability of 35% or
greater they ought to consider choosing additional
supply projects. Similarly, if they believe Soft Landing

has a probability greater than 50 to 80% they ought to
consider reducing their efficiency improvement goals. The
lower, 50% threshold is more relevant if the decision
makers believe that the Rapid Growth scenario is highly
unlikely while the higher, 80% threshold is more relevant if
decision makers believe Rapid Growth has a likelihood
approaching 20%.

Incorporating probabilistic information as thresholds
provides several benefits. First, the approach rests within a
clear analytic framework for using these scenarios to
support decisions. Second, the approach avoids a false
sense of certainty associated with a specific probability
estimate and preserves the scenarios’ ability to gain
acceptance and facilitate communication among users with
diverse expectations about the future. For instance,
imagine this analysis provides information to a group of
decision makers from three distinct factions. Group A
believes that the Rapid Growth scenario is very likely (50%
chance) and the Soft Landing scenario is very unlikely
(10% chance). Group B believes that neither scenario is
likely (20% chance each). Group C believes that the Soft

Landing scenario is most likely (a 60% chance) and the
Rapid Growth scenario is not likely at all. Fig. 5 can
demonstrate to each Group the policy implications of their
expectations about the future, reassure them that the model
fairly represents their point of view, and help each group
understand the thinking of the others.

Finally, this threshold approach provides a framework
for communicating any available information about the
likelihood of the alternative scenarios. For example,
probabilistic population forecasts for Southern California
and expert elicitations could suggest likelihoods for the
Rapid Growth and Soft Landing scenarios. The results of
both analyses could be displayed on Fig. 5 and enable
decision makers to consider the policy tradeoffs.
This approach of incorporating probabilities could also

be applied to scenarios generated by the traditional
scenario-axes method. For instance, an analysis conducted
for California officials concerned about the impacts of
climate change on their long-term water management plans
might determine whether a plan was particularly sensitive
to one or more of the four SRES emissions scenarios and, if
so, how likely these scenarios would have to be in order to
suggest a modification of that plan. However, this
probability threshold approach is likely to be more
successful for RDM-identified scenarios than those devel-
oped by traditional means. First, the RDM-approach will
identify scenarios that most strongly influence the choice of
strategy, guaranteeing that plots such as Fig. 5 will show a
range of strategies. Second, traditional scenarios actually
represent points, rather than regions, in a high-dimensional
uncertainty space. Formally all such points have zero-
probability, which complicates the interpretation of any
probabilistic information associated with them (Parson
et al., 2006). In contrast, the RDM approach identifies
regions of uncertainty space with clear boundaries, which
eases the identification of well-defined probabilities with
such scenarios.

3.5. Supporting the development of adaptive strategies

If the expectations of Groups A, B, and C accurately
reflect the true range of uncertainty about the probabilities
of the Rapid Growth and Soft Landing scenarios, then none
of the strategies shown in Fig. 5 may be sufficiently robust.
A solution to this dilemma may be to expand the menu of
decision options and, in particular, identify adaptive
strategies that can perform well over wider range of
potential futures. The RDM approach is designed to help
identify and assess such robust, adaptive strategies
(Lempert et al., 2003).
Groves (2005) conducts an additional iteration of the

analysis described in this study in order to identify such
robust adaptive water management strategies. This analysis
considers additional uncertainty about future supply due to
climate change and then identifies hedging actions to
reduce the sensitivity of policy choice to the different
likelihood assessments of the two scenarios. As the
candidate strategies were found to be sensitive to un-
certainties about future demand growth (driven primarily
by population growth and efficiency trends), the study
added a new set of strategies that are adaptive, in that they
change in response to future observations of emerging
trends in population and conservation. Specifically, the
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adaptive strategies allow the ‘‘purchase’’ of options to
develop new supply projects if they are deemed needed at
sometime in the future. The model specifies that the new
supply projects would be initiated if the anticipated margin
between average supply and demand fell below a pre-
defined threshold. This addition of policy characteristics,
which in this case made the strategy better able to adapt
over time to new information, exemplifies the iterative
process by which RDM can help expand the set of policy
levers under consideration. These new adaptive policies
succeeded in generating an improved set of options that
reduced the performance difference of the best strategies as
assessed by the three decision makers. More robust
policies, such as these, can make it easier for these decision
makers to agree on a single policy despite their different
expectations about the future.

4. Discussion

Scenarios have proved useful for communicating and
organizing uncertain information about future climate
change. But key methodological challenges remain. In
particular, previous scenario exercises have had difficulty
summarizing all the relevant uncertainty with a small
number of scenarios that prove meaningful and acceptable
to diverse policy audiences. Current scenario practice also
leaves unresolved the best means to incorporate probabil-
istic information with scenarios. This has prompted intense
debate among those who want to assign likelihoods in
order to use scenarios as part of an expected utility decision
analysis and those who object on the grounds that such
likelihoods will inhibit the scenarios’ ability to gain
acceptance among an audience with diverse views about
the future. These unresolved methodological issues have
bedeviled many scenario exercises, notably that which
produced the SRES emissions scenarios.

This study proposes a new quantitative method for
identifying scenarios, based on RDM methods that may
address both these methodological questions. This new
method, however, poses a number of challenges. First, it
requires computer simulation models that can satisfactorily
compare the performance of alternative decision options of
interest to the decision makers. Not all scenario exercises
have appropriate models readily available. In addition, the
RDM approach can require significantly more computer
resources than would be needed to flesh out a small number
of storylines with quantitative runs. Faster computer
speeds and the availability of cluster computing will
increasingly relax this constraint, but there will certainly
be applications for which RDM’s computational require-
ments will prove prohibitive.

There is also no guarantee that the cluster-finding
algorithms will identify a small set of easily interpretable
scenarios that contain most of the future states of the world
where a strategy of interest performs poorly relative to the
alternatives. In part, this depends on the robustness of the
proposed strategies. An insufficiently robust strategy may

have too many different types of vulnerabilities. In such
cases, the analysts and perhaps decision makers must first
use RDM to identify more robust strategies before they can
attempt to identify a small set of scenarios. In addition, the
particular cluster-finding algorithm demonstrated in this
study (PRIM) may not prove effective with all shapes and
configurations of clusters within the multi-dimensional
space of futures. In ongoing work,14 we are comparing the
ability of PRIM and alternative algorithms to properly
characterize test-clusters with a variety of shapes and
dimensions. Initial results suggest that it may be necessary
to use several algorithms in parallel to ensure that good
scenarios are identified.
Finally, the proposed method tightly couples the choice

of scenario to a particular decision, which may limit the
relevant audience. This feature might count as both a
drawback and a benefit to our proposed approach. Given
the effort required to conduct a scenario exercise, the more
widely they can be used the better. Yet commentators such
as Parson et al. (2006) fault current scenario methods for
insufficient focus on the needs a particular audience. Much
of the effort involved with the RDM approach involves
creating the analytic machinery needed to generate the
large ensembles of cases and to identify the scenario
clusters. Once this machinery is in place the marginal cost
of creating additional sets of scenarios is relatively small.
Thus the RDM approach may facilitate the ability to
generate different sets of scenarios appropriate for different
audiences.
This new RDM scenario-identification approach also

promises a number of benefits. It offers a systematic,
quantitative method for identifying a small number of
scenarios that well summarize a multiplicity of plausible
futures important to the decisions facing the users. While
these users may have widely differing expectations and
values, as long as they face common decisions they may
nonetheless agree on the relevance of the scenarios.
Importantly, the cluster-finding algorithm also provides
measures of merit to assess the clusters’ ability to concisely
summarize all the vulnerable cases and suggests a variety of
different clusters to users, who can then choose the
combination that simultaneously provides the best cover-
age of the vulnerable futures and the most meaningful
scenarios. These metrics of scenario quality can also help
resolve debates over which driving forces are truly most
important. The resulting scenarios can engage the mental
models of decision makers because they directly address a
question that individuals with very different worldviews
and policy preferences may all find compelling: What are
the most important vulnerabilities of the strategy under
consideration?
The approach also provides a decision analytic frame-

work that naturally incorporates deeply uncertain prob-
abilistic information with scenarios. Rather than highlight

ARTICLE IN PRESS

14For a description of our current research, see http://www.rand.org/ise/
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the expert consensus on the likelihood of alternative
scenarios, the approach emphasizes how likely the scenar-
ios would need to be in order to affect the users’ choice of
strategy. Such threshold likelihoods can then be compared
to various expert estimates. This reframing of the debate
allows the scenarios to contribute to a structured decision-
analytic process and to include expert judgments about
likelihood. But it also retains scenarios’ ability to provide
common ground among users with differing expectations
about the future and acknowledges the deep uncertainty
underlying the expert probability estimates. After all, if
users had high confidence in the probabilities, they would
not turn to scenarios.

The RDM scenario-identification approach has shown
promise in addressing California water resource manage-
ment and might similarly inform other climate policy
applications. For instance, future updates of the SRES
emissions scenarios might use such methods to address the
needs of a variety of audiences. Some users, such as natural
resource managers and those charged with flood and storm
defenses may be affected by greenhouse gas emissions but
cannot affect them. RDM scenarios might help such users
understand the key drivers that might force emissions above
of below key thresholds of concern and the early warning
signs that a threshold might be crossed. Other users, such as
national government officials, can implement policies aimed
at reducing emissions. RDM scenarios might help such users
determine the key factors that would make one mitigation
approach more effective than another. As the RDM
scenario-identification approach would quickly make clear,
there is little reason to believe that the key driving forces for
these two audiences need be the same.

Traditional scenario development methods rest on a
crucial insight—that a small number of diverse stories
about an unpredictable future can help individuals and
groups seriously grapple with and better prepare for
inconvenient or unexpected futures. But traditional
approaches for creating such scenarios, such as the
scenario-axes method, have not always proved successful
in public policy debates such as climate change. This study
proposes a new, quantitative approach to identifying
scenarios. Like traditional scenario-axes methods, it seeks
scenarios most important to the decision facing the
scenario users while acknowledging the deep uncertainty
they face. Like traditional optimum expected utility
approaches, it provides a quantitative decision analytic
framework in which to use these scenarios. The proposed
RDM scenario-identification approach thus combines
some of the best features of both traditional methods and
may prove very useful in supporting scenario exercises for
climate change and other important policy questions.
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