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Abstract
The hydraulic profiling tool (HPT) is widely used to generate profiles of relative permeability vs. depth.

In this work, prior numerical modeling results are used to develop a relationship between probe advance rate
V (cm/s), probe diameter D (cm), water injection rate Q (mL/min), corrected pressure Pc (psi), and hydraulic
conductivity K (feet/d)

K = E (0.1235 VD2 + 0.119Q)Pc
−1.017

where E is an empirically derived hydraulic efficiency factor. The relationship is validated by 23 HPT profiles
that, after averaging K vertically, were similar to slug test results in adjoining monitoring wells. The best fit value
of E for these profiles was 2.02. This equation provides a physically based approach for generating hydraulic
conductivity profiles with HPT tooling.

Introduction
Over the past two decades, a series of direct push

(DP)-based field approaches (Dietrich and Leven 2009;
McCall and Christy 2010; Liu et al. 2012; Maliva 2016)
have been developed to characterize small-scale spa-
tial variations in hydraulic conductivity (K ) that control
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groundwater flow and contaminant transport in hetero-
geneous aquifers. One of the most effective approaches
for directly estimating K is direct push injection log-
ging (DPIL) where water is injected through the probe
at flowrate (Q) while monitoring changes in pressure.
Figure 1 shows the hydraulic profiling tool (HPT) manu-
factured by Geoprobe Systems, Inc. (Salinas, Kansas) for
DPIL logging. As the HPT probe is advanced through
saturated formation material, water is injected through a
port on the side of the probe while simultaneously mon-
itoring injection rate at the surface and pressure closely
behind the injection screen. The measured pressure (Pm )
is the sum of hydrostatic pressure (Ph ), atmospheric pres-
sure (Pa ), pressure generated by water injection (Pi ), and
pressure generated by displacement of aquifer material as
the probe is advanced through the aquifer (Pp). Forma-
tion bulk electrical conductivity (EC) is measured near
the bottom of probe to provide additional information
on subsurface conditions (Schulmeister et al. 2003). HPT
profiling has been established as an international standard
practice by American Society for Testing and Materials
(ASTM 2016) under ASTM designation D8037.
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Figure 1. Schematic of hydraulic profiling tool (HPT). Dur-
ing HPT profiling, water is injected through the flow tube
and out of the screened port, and pressure is measured inside
the connection rod right above the injection port (McCall
et al. 2017).

A variety of approaches have been used to relate
water injection rate and pressure data acquired during
HPT profiling to spatial variations in permeability. Cho
et al. (2004) proposed using the ratio of water injection
rate to pressure (Q /P ) as an index of K . Dietrich
et al. (2008), Liu et al. (2009), and Lessoff et al. (2010)
generated profiles of K vs. depth using site-specific
empirical relationships between Q /P and K . McCall
and Christy (2010) developed an empirical relationship
between Q /Pc and K measured in DP piezometers using
pneumatic slug testing in an alluvial aquifer. Estimated K
is calculated

Est .K = 21.14 ln

(
Q

Pc

)
− 41.71 (1)

where Q is the water injection rate through the HPT
probe in mL/min and Pc is the corrected pressure,
Pc = Pm – Ph – Pa , and the pressure generated by
probe advance (Pp) is assumed negligible. In Equation 1,
K is a linear function of the natural log of Q /Pc . However,
based on numerical simulations by Liu et al. (2019), K
should be a largely linear function of Q /Pc for moderately
to highly permeable settings (K > 10−6 m/s).

In this work, we present a physically based approach
for estimating K from Q and Pc data acquired during
HPT profiling. This new approach is based on numerical
simulations of the physical flow processes that take place
during probe advance and water injection under different
aquifer and HPT operation conditions (Liu et al. 2019).

Average K from HPT borings is then compared to K
estimates from slug tests in adjoining wells, and an
empirical hydraulic efficiency factor (E ) is developed to
correct for changes in permeability near the probe.

Background
Liu et al. (2019) completed a series of high-resolution

numerical simulations to better understand the underlying
physical processes controlling pore pressures during HPT
profiling (Figure 2). The downward movement of the
water injection screen during profiling was simulated as
a sequence of vertical 1.5-cm intervals. Probe advance
was approximated by injection of water around the tip
at a rate equivalent to the volumetric rate of material
displacement by the probe. The governing flow equation
was numerically solved using COMSOL (www.comsol
.com) due to its ability to accurately represent probe
geometry. Q , K , specific storage (S s ), and probe advance
speed (V ) were systematically varied to investigate
their impacts on HPT pressure distributions. Figure 2C
shows an example distribution of simulated pore pressure
increase due to probe advance and water injection. During
the simulations, formation alteration, which likely happens
in the field due to the materials being pushed aside by the
probe, was not explicitly considered.

Pc during HPT profiling may be increased if
displaced soil forms a lower permeability zone around
the HPT probe. When the HPT probe is advanced through
saturated soil, high stresses near the probe tip cause local
shear failure, and the plasticized soil is forced to the
side, resulting in a disturbed zone surrounding the HPT
probe. The disturbed zone typically has a diameter (Dd )
that is 4 to 6 times the probe diameter (DP ), depending
on the soil rigidity index (Burns and Mayne 1998).
In normally consolidated soil, porosity (n) within the
disturbed zone can decline as the excess pore pressure
is released. Assuming the solid particles displaced by the
advancing probe remain within the disturbed zone, the
final porosity of soil within this zone will decline by 5% to
20%, depending on initial porosity and Dd /DP . From the
Kozeny-Carman equation (Chapuis and Aubertin 2003),
K is proportional to n3/(1–n)2, which implies K may
decrease by 20-50% within the disturbed zone. K can
decline further if sand and clay layers are mixed by
shearing of the plasticized soil. Liu et al. (2019) examined
the potential impacts of this disturbed zone on the apparent
K measured during HPT profiling by simulating a series
of low-K skins with varying thicknesses and reductions
in K . However, the geotechnical processes leading to
soil disturbance were not explicitly considered in the
simulations.

New Relationship for Estimating K
During HPT profiling, the pressure change observed

at the water injection port is the sum of injection-
induced pressure and the pressure change generated by
probe advance. When the probe is rapidly advanced
through lower K aquifer material (K < 10−6 m/s), high
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Figure 2. Numerical model for pore pressure simulation during HPT profiling (after Liu et al. 2019): (A) a rectangular
simulation domain of 4 by 4 by 1.8 m with the HPT probe at the center, (B) the moving injection screen simulated as a
sequence of vertical 1.5-cm intervals during profiling, and (C) an example simulation of pressure increase due to probe
advance and injection.

pressures are generated at the probe tip, which produces a
measurable change in pressure at the injection port. If the
rate of probe advance is reduced, the pressure generated
at the tip is decreased and there is more time for that
pressure to dissipate before the injection port pressure
sensor arrives at the tip location.

Liu et al. (2019) summarized the impacts of Q , V
and formation K and S s on pressure at the injection
port in curves relating K /S s to Q /Pi /S s and Qp /Pp /S s

(Figure 3). Q is the flow rate of fluid injected through the
HPT port. QP is equivalent to the volume per unit time
of groundwater displaced as the HPT probe is advanced
through the formation material, with Qp = V *πD2/4,
where D is the HPT probe diameter.

Figure 3 shows that when K /S s is between 10−4 and
10−1 m2/s, Log(Qp/Pp /S s ) and Log(Q /Pi /S s ) are linear
functions of Log(K /S s ). In this range,

Qp/Pp/Ss = αp(K/Ss)
βp (2a)

Q/Pi/Ss = αi(K/Ss)
βi (2b)

where αp = 1.982, βp = 0.953, αi = 0.0574, and
β i = 0.992, based on the best fit lines matched to the

simulation data (Figure 3). Rearranging and solving for
the corrected pressure (Pc)

Pc = Pp + Pi = Qp/(αp ∗ Ss ∗ (K/Ss)
βp)

+ Q/(αi ∗ Ss ∗ (K/Ss)
βi ) (3)

Figure 4 shows the relationship between K and Pc at
different values of S s , probe speed V , and Q , for varying
Pc. For the considered ranges of parameter values, S s does
not have a measurable impact on the K vs. Pc relationship.
When Q ≥ 200 mL/min, the impact of V is also negligible.
However, for Q ≤ 50 mL/min, varying V has a small but
measurable impact. In contrast, varying Q between 50
and 600 mL/min has a substantial impact on the K vs.
Pc relationship. Most interestingly, the slope of K vs. Pc

does not change substantially with Q .
K cannot be solved for directly from Equation 3 for

a set of given Pc , S s , Q , and Qp values. However,
K can be found using an iterative procedure where K
values are continuously adjusted until the computed Pc

matches the measured value. Instead of this iterative
procedure, we propose the use of Equation 4 to calculate
K from HPT data, using coefficients, C 1, C 2, and C 3, that
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Figure 3. Numerical simulation results from Liu
et al. (2019) relating hydraulic diffusivity (K /S s ) to pressure
generated by HPT probe advance (Pp , plotted to left axis)
and fluid injection through the HPT probe (Pi , plotted
to right axis). Note that the summation of Pp and Pi is
the pressure change at the injection port that is measured
during field HPT profiling.

provide results equivalent to Equation 3. An empirically
derived efficiency factor (E ) is included to account for
permeability loss in the disturbed zone surrounding the
HPT probe.

K = E(C1VD2 + C2Q)P C3
c (4)

S s was not included in Equation 4 since it did not
have an appreciable impact on K . To find the best fit
values of C 1, C 2, and C 3, Equation 3 is used to calculate
Pc for a range of S s , V , Q , and K . S s was varied
between 0.0003 and 0.003 m−1, based on published S s

values for unconsolidated aquifers (Freeze and Cherry
1979) and S s values measured in triaxial tests of aquifer
material at Tulsa, OK (Borden et al. 2020). The numerical
simulations used to generate Figure 3 assumed uniform
isotropic soil, so E = 1.0 for these simulations. These
data were sorted to eliminate any parameter combinations
that would result in pressures outside the range that can be
accurately measured with currently available equipment
(0.7 to 70 m head or 1 to 100 psi) resulting in over 1700
unique combinations of K , Pc , Q , V , and S s . The solver
function in Microsoft Excel was used to search for values
of C 1, C 2, and C 3 that minimized the normalized root
mean squared error (NRMSE) between the reference K
and estimated values by Equation 4.

Best fit values of C 1, C 2, and C 3 are presented
in Equation 5a for metric units (K in m/s, P in m of
hydraulic head) and Equation 5b for English units (K in

feet/d, P in psi),

K(m/s) = E
[
4.061E − 07 V (cm/s) D2(cm)

+4.262E − 07Q(mL/min)
]
/P (m)1.017 (5a)

K(feet/d) = E[0.1235 V (cm/s)D2(cm)

+ 0.119Q(mL/min)]/P (psi)1.017 (5b)

Figure 5 shows a comparison between the reference K
in Equation 3 and estimated K using Equation 5. Overall,
Equation 5 provides an excellent match with the reference
K values. The NRMSE of estimated K is less than 2%,
which is considered excellent given that K varies by three
orders of magnitude.

Field Evaluation of K Estimation Relationships
The new K estimation approach is evaluated by

comparing HPT results to slug test results from adjoining
monitor wells, and to estimate an average hydraulic
efficiency factor, E , to account for permeability reduction
of aquifer material within the disturbed zone during HPT
probe advance.

Slug tests are commonly applied in situ meth-
ods for estimating aquifer K . In this work, slug test
results are interpreted using the Bouwer and Rice (1976)
method. Numerical simulations of transient flow by
Brown et al. (1995) show the Bower and Rice method can
provide good estimates of K in homogeneous formations,
with errors of around 20% when the well screen is fully
submerged. However, this method may underpredict K
due to when a lower K skin is present (Zlotnik et al. 2010;
Butler Jr. 2019). In heterogeneous formations, slug tests
provide reasonable estimates of transmissivity over the
screened interval (Beckie and Harvey 2002). While slug
tests have weaknesses, most practitioners have a relatively
good understanding of the strengths and limitations of this
approach, and so a comparison with slug test measure-
ments provdes a useful means to assess the reliability of
HPT K estimates.

Slug tests were conducted in 2-inch polyvinyl chlo-
ride monitor wells installed by hollow stem auger with a
sand pack. The slug test was conducted by instantaneously
adding or removing a weighted slug and measuring head
response with a pressure sensor connected to a data logger.
No corrections were made to account for vertical varia-
tions in K over the screened interval. At least two slug-in
and slug-out tests were conducted on each well. When the
water table intersected the well screen, only the slug-out
test results were used for analysis. The arithmetic mean
slug test K (K slug) is computed and compared to the HPT
results.

HPT Profiles of K vs. depth were performed at 23
locations within 3 feet of an existing slug test well at
four sites: Jacksonville, Selma, Greenville, and Tulsa. At
each location, the 1.75-inch HPT Probe (Geoprobe 2015)
with Wenner array was advanced while Q was held
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Figure 4. K as a function of corrected pressure (Pc) for varying specific storage (S s ), probe speed (V ), and injection rate
(Q). In all three plots, the base case parameter values are S s = 0.001/m, V = 2 cm/s, and Q = 200 mL/min. In the left plot,
S s is varied between 0.0003 and 0.001/m; in the right plot, Q is varied between 50 and 600 mL/min. In the middle plot, the
probe velocity is varied between 0.5 and 2 cm/s at two different flow rates (200 and 50 mL/min).

Figure 5. Comparison of reference K with estimates gener-
ated by Equation 5.

approximately constant for each boring. However, Q
was varied between borings (Q = 100 to 500 mL/min)
to maintain Pc within a measurable range. Data were
acquired using the HPT Flow Controller (K6300), Field
Instrument (FI6000), and HPT Acquisition Software. Pc

was calculated as the total HPT measured pressure minus
the sum of hydrostatic pressure (Ph ) and atmospheric
pressure (Pa ). Pa was measured using the HPT probe
with Q = 0 at the land surface immediately prior to
the start of each boring. Ph was calculated from the
measured depth to water in the adjoining monitor well.
Profiles of K vs. depth were calculated using Equation
5, generating individual K estimates at 0.05 feet intervals.
For comparison with the slug test results, the vertically
averaged K is calculated as the arithmetic average of the
HPT K values over the saturated screened interval of the
adjoining slug test well.

Figure 6 shows an example K profile at the Tulsa site.
K was computed from the HPT data assuming E = 1.0
(no K reduction in disturbed zone). Most of the flow at this

Figure 6. Comparison of slug test results in monitor well
with adjoining HPT profile computed with E = 1.0.

location occurs in a sandy zone extending from about 13
to 15 feet bgs (below ground surface), with much lower K
in the overlying and underlying silty zones. Computed K
varied from 0.2 to 5.8 feet/d over the screened interval of
MW-6 (10.3 to 20.3 feet bgs) with an arithmetic average
(KHPT) of 1.3 feet/d. In comparison, K slug was 1.85 feet/d,
a factor of 1.4 times K HPT in the adjoining HPT boring.
The difference in average K between the HPT profile and
slug test could be due to compaction and/or mixing of
aquifer material in the disturbed zone surrounding the
HPT probe, differences in lithology between the well and
adjoining HPT boring, as well as the inherent limitations
of data and analyses associated with both HPT and the
slug test approach.

Results of the slug tests and HPT profiling from
23 locations are summarized in Table S1 in supporting
information assuming no permeability loss in the disturbed
zone (E = 1.0). The ratio of vertically averaged HPT
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Figure 7. Comparison of K estimates from slug tests and
vertically averaged K from HPT profiling using Equation 5
with E = 2.02.

K to slug test K (K HPT/K slug) varied from 0.11 to
1.66 with a mean of 0.49 (std. dev. =0.37, 99% conf.
Limit = 0.28 to 0.71) indicating that on average, K HPT

is about half of K slug assuming E = 1.0. Figure S1 in
supporting information is a graph of K HPT vs. K slug for the
23 locations examined. Most points plot below the 45 line,
consistent with K HPT < K slug. The power law relationship,
K HPT = 0.51 K slug

0.87, provides the best fit to the data.
However, 95% confidence limits for the exponent (0.87)
were 0.66 to 1.08 indicating the slope of the relationship
was not statistically different from 1.0 at the 95% level.
Consequently, the simpler linear relationship, K slug = E
K HPT where E = 1/0.49 = 2.02, is adopted here.

Figure 7 shows a comparison of K measured by slug
tests in monitor wells to vertically averaged K estimated
using Equation 5 with E = 2.02. The average K generated
by HPT provided an excellent match to the slug test
results. The NRMSE of 67% is very good, given the
natural variability in slug test results and that the slug
test and HPT profiles were located about 3 feet apart.

Dependence of Pc on Q and V
In both high and low K formations, our ability to

reliably measure pressure generated by the HPT tool is
the key to accurate K measurement. Temporal variations
in atmospheric pressure, shock waves generated by
hydraulic hammering, and other factors such as regional
groundwater pumping, can all contribute to background
noise in HPT pressure measurement, making it difficult to
reliably determine Pc within ±0.5 psi (±0.35 m). In high
K formations, pressure generated by probing is often less
than levels that can be reliably measured (1 psi). In lower
K formations, pressures in excess of the maximum mea-
surable pressure (100 psi) can be generated due to fluid
displaced by the advancing HPT probe and fluid injection.
The allowable operating range for K could potentially
be expanded by adjusting the HPT rod speed and the

Figure 8. Total pressure (P ) generated for varying Q and K
at V = 2 and 0.5 cm/s.

injection rate Q . Figure 8 shows the pressure generated
by the HPT probe at speeds of V = 2 and 0.5 cm/s
and Q between 50 and 500 mL/min using Equation 5
with E = 2.02. At V = 2 cm/s and Q = 500 mL/min, P
exceeds 100 psi for K < 1.2 feet/d. However, by reducing
Q to 50 mL/min, K values down to 0.21 feet/d could
be measured. By reducing the probe speed to 0.5 cm/s,
K is further extended to 0.14 feet/d. However, reducing
the probe speed would greatly increase probing time, so
it is typically not recommended unless K is less than
1 feet/d. A significant advantage of our new K estimation
equation over previous approaches is that it explicitly
incorporates the impact of probing speed that becomes
more important when Q is small in lower K settings.

Summary
A physically based equation is presented for esti-

mating hydraulic conductivity from Q and Pc measured
during HPT profiling. The new K estimation equation
(Equation 5) is developed using simulation results span-
ning a range of formation properties (K and S s ) and HPT
operating parameters (advance speed and injection rate).
Compared to previous work (Dietrich et al. 2008; McCall
and Christy 2010), our approach explicitly addresses the
effect of HPT probe advance speed, which becomes
important for K profiling in less permeable settings
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(K < 1 feet/d) with Q < 50 mL/min. When K is lower,
the pressure generated by HPT probe advance and water
injection can exceed the limit of the pressure sensor, while
reducing the injection rate and probe advance speed can
reduce the pressure and extend the measurable K range.

The new K estimation equation is evaluated by
comparing K HPT to K slug for 23 wells located at four
different field sites. Assuming E = 1.0, the average ratio
of K HPT/K slug was 0.49 (std. dev. = 0.37, 99% conf.
Limit = 0.28 to 0.71), consistent with reduced K in the
disturbed zone surrounding the HPT probe. Lower K in
the disturbed zone is most likely due to soil compaction
and/or shear induced mixing of clayey and sandy layers.

Using the best fit hydraulic efficiency factor (E ) of
2.02, the HPT results match the slug tests very well. The
normalized root mean square error is 67%, indicating the
high accuracy of our equation for K estimation under field
conditions. Additional research is required to understand
the impacts of aquifer characteristics on E .
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