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ABSTRACT

This research demonstrates that complex ecological modeling can be performed using a
hybrid concept for computational resources delivery and object-oriented programming
paradigm. Traditionally, simulation applications were distributed to a client and the client
was responsible for the applications. Infrequently, server-side processing was also used.
This research focuses on developing a hybrid simulation application that is run on the
client side but maintained on the distribution server. A user may run the application in the
chent browser. FORTRAN is one of the most used programming tools used in
bEngineering. Though a trend is observed with an increase in usage of other tools like (
and C++, the basic programming paradigm (Procedure-Oriented Programming) still
remains unchanged. With advances in computer science and technology, new
programming tools and a new programming paradigm have also emerged. This research

demonstrates usage of this new paradigm to develop a complex ecological model.

The ecological model used to achieve the research goals is called MINLAKE.
MINLAKE is a one-dimensional vertical dynamic lake water quality model developed by
St. Anthony Falls Hydraulic Laboratory, University of Minnesota (1987). However this
application has several limitations: it is a stand-alone application, it requires independent
graphical tools to interpret the data, it has no built-in help provided, and it must be run on
a client’s machine. In this research. MINLAKE was re-engineered as a web-based

application with its own graphical display tool. It has a built-in help menu and can run in

the client’s browser implementing hybrid computation resource delivery mechanism.
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1. INTRODUCTION

Lake water quality and related environmental models are widely used for estimating the
condition of lakes, the effects of lake treatment techniques, the effects of discharges on
the lake life, etc. Various assumptions and techniques used to develop lake models are
discussed in Section 2.2 and a representative list of such models is presented in section
2.3. Most lake models, even though they use generic assumptions, are tailored 1o a
specific problem. To address a new problem, modifications are required, even 1o a
general-purpose model code. It is unlikely that this approach o modeling will change in
the near future, however delivery of computational resources to modelers and researchers
can be accomplished in ways that did not exist a decade ago. Additionally, the new
programming techniques and languages provide a model developer with several powerful

tools to develop and modify a model.

The delivery of computational resources can be accomplished in one of the following
ways:

|. Timeshare/server-side processing

(]
H

Workstation/client-side processing

3. Hybrid Server-Client processing

Server-side processing is a delivery mechanism where the analyst prepares data for

modeling, sends data to a service center for processing and reviews the results that are

generated at the service center. The advantage of this type of processing is that someone




¢lse (other than the analyst) is responsible for the maintenance and operation of the
model. The analyst is not responsible to invest and purchase expensive machines to
maintain and run the code. The biggest disadvantage of this type of system is the high
bandwidth requirement for transferring data. The other disadvantages include graphics
rendering dependence on server capabilities and data storage requirement on the server.
Sometimes this type of communication may take a long time and is likely to include an

additional service cost for failed model runs and runs with incorrect data.

Chlient-side processing is a mechanism where the analyst prepares and runs the data on
their local machine. Some of the advantages to client-side processing are the following;
1) communication to remote systems is negligible, 2) graphics rendering is the analyst's
choiee, 3) daia are stored locally, and 4) the failed model runs and incorrect data runs are
billed as analyst’s time rather than a direct cost. The disadvantage is that the analyst is
now responsible for model code maintenance and functioning. Therefore, the client has to

invest in compuiational resources to perform the modeling.

Hybrid processing is a mechanism where some processing is done on the client machine
and some on the server. This mechanism is extremely useful for advanced computational
analysis. It can be used 1o separate a model code that requires extensive computational
resources and a model code that can be run locally. Global circulation modeling and
advanced fluid dynamic computations are examples where numerical compultations are

conducted remotely and the rendering of graphics is done locally. In fact, hybrid

processing is quite routine where specific machine capabilities are used for parts of the




computation (vector and parallel processors for numerically intensive work). The hybrid

approach can eliminate most of the disadvantages of other schemes except for the

communications requirement.

For client-side processing in most modeling applications, the program must be loaded

and compiled for a particular processor and operating svstem. Sometimes. even an :
executable code is provided for the users to run on their machines. The distribution is *
generally handled over the Internet. This distribution system is considered 1o be the
current state-of-practice for this research. The distribution or implementation of machine
specific code is one of the limitations observed in this and all other traditional ?

approaches. For client-side processing, the distribution of code is machine operating-

system specific and similarly for server-side processing, the source code is
machine/operating-system specific for the server. This limitation is also observed in the

hybrid approach.

- - [RE—

The limitation of hybrid approach can be attributed to the programming tools, rather than

delivery systems. Several programming tools like FORTRAN. C. C++. Visual

e T e

FORTRAN, JAVA, Visual Basic, etc. are available. With the exception of JAVA, all the

. S

other programming applications generate a machine/operating system-specific executable
file. JAVA, on the other hand, is an interpreted language and so the code written using

JAVA is write-once-use-all code. It is neither machine-specific nor operating system-

specific. Any machine or operating system loaded with a JAVA interpreter (JAV A virtual

machine) can run the code.
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The sever-side approach can be implemented using several tools like HTML combined
with Common Gateway Interface (CGl), Active Server Pages, Java Server Pages, JAVA
SERVLETS, etc. Although this approach is preferred only for specific types of
applications (e.g. applications requiring extensive computational resource which all the
users cannot afford to purchase or maintain), it has its own advantages. The analysis
would always use the current version of the modeling system, assuming that the system is
only available on single server. Issues related to secure connections and storage space for
analyst’s data are significant, and if the user base of the system were large, this approach

would become overwhelming.

I'he approach adopted in this thesis is a hybrid approach coupled with device independent
programming technique (JAVA). The modeling tool is still maintained on the server-side,
but every time a user wants to run the application, the source code is transferred over the
server 1o the user’s browser and executed on the local machine. The model code is device
independent and functions similarly with differenl machines and operating systems.
Because of several security or technological limitations, the database is still maintained
on the server. JAVA's applet technology does not easily support writing data on the user
side. In order to write the data on the client’s machine, “signed applets™ have to be
generated. The signed-applets are applets having digital signatures of the programmer
who has constructed the application. The responsibility falls with the server maintenance
group and the software developer to secure the code. However, a malicious programmer

can use this technology to hack into the user's machine. With such security concerns and




limitations in the technology, the user database is maintained on the server-side. Hence.
the data resides on the server-side and code is executed on the client-side. The principle
advancement in this model is the uniqueness of the code. There is only one copy in
existence at any instant in time. The responsibility for the code maintenance rests with
the server administrator; however, the data input and processing actually oceur at the
client’s machine. This hybrid approach is not new, but to the author’s knowledge, it has
never been tried for a complex ecological or engineering modeling system. Using the
device independent approach in the hybrid model allows the client to use any machine
that has a JAVA enabled browser to perform the modeling. Additionally, JAVA allows

development of an object-oriented application.

I'he purpose of this research is fo demonstrate that complex ecological or engineering
calculations can be conducted using the hybrid approach and 1o document the problems
involved in such an implementation. This research also explores the development of a
complex ecological or engineening application with an object-oriented programming

paradigm. Object-oriented programming paradigm is explained in section 2.4,

The ecological model to be re-engineered is MINLAKE, a dynamic lake water quality
model. It is a one-dimensional lake water quality model developed for the state of
Minnesota. St. Anthony Falls Laboratory, University of Minnesota developed this model
in August 1987, to understand the short-term dynamics of the lakes in Minnesota. The
lack of understanding of short-term dynamics of the lake was considered responsible for

the failure of several lake treatment methods. MINLAKE facilitated understanding short-

LA




term hydrodynamic and bio-chemical simulation for lake water quality. In the present
version of MINLAKE, short-term dynamics (i.e. vertical hydrodynamics only) are
modeled and provisions are made to incorporate bio-chemical simulation components and
lake treatment components, MINLAKE has evolved as MINLAKE9S. MINLAKE®Y6 in
the corresponding years 1995 and 1996. The present version of MINLAKE in
FORTRAN programming language is called LAKE36 and in JAVA programming
language it is called JAMINLAKE. LAKE36 and JAMINLAKE were de veloped as a part

of this research.,

Among all the state variables that define the state of a lake, temperature is the most
important one. The modeling of all other variables is dependent on the temperature
variable and a minimum feedback effect of other variables is observed on temperature
itself. In the present version of JAMINLAKE, only the temperature modeling is
performed. This temperature modeling includes heat flux across the water body, density
stratification, natural convection and effects of wind mixing. The effect of inflow and
outflow is not considered on the thermal stratification. However, a provision is made to
incorporate this in later revisions of the model. MINLAKE is representative of a fairly
complex ecological model incorporating numenical methods like finite difference and
Gaussian Elimination Method. Thus, it is a good challenge to demonsirate the hybrid-

computing concept.

The goals of the overall project were achieved by dividing the project into four distinct

tasks.




L.

!'..l

fard

Development of Internet-Shared Computing Environment:

Fhis is similar to server-side computing. This task was deemed Necessary 1o
develop the skills to handle the data communication for subsequent tasks. Here,
the simulation is written in the FORTRAN programming language. A wrapper
application is developed to share the simulation component over the Intemnet
without downloading it on the user’s machine.

Development of simulation components for device-independent coding:

This task involves comprehensive analysis of lake-water quality simulation
models to identify each distinct physical and biochemical model component that
can be treated as a separate object in the device independent framework. This
analysis ensures thai there are minimum shared resources between different
objects. The end product is developed using JAVA because it allows Writing
machine-independent code and developing an object-oriented application
Development of proper communication among model components:

This task involves forming a scheme for simulation and defining interactions
between different objects involved into lake water quality simulation

Testing the system:

This task verifies that the new application can produce identical results as the

original {reference) application.
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2. LITERATURE REVIEW

Lake treatment techniques are typically selected based on various assumptions about lake
dynamics, treatment goals, time span, etc. Several lake models have been generated o
analyze effects of various lake treatment techniques. Lake models can be as simple as a
single completely mixed reservoir model and can be as complex as a 3-D lake treated
using computational fluid dynamics (CFD). As a rule of thumb, a simpler model reduces
the chance of misinterpreting results and reduces the data and computational
requirements [Anderson and Woessner, 1992]. Thus, one should select the simplest
model that addresses all the lake modeling objectives. Section 2.1. describes some
limnological terms associated with most lake models. Section 2.2, is a review of
commonly applied lake modeling concepts. Section 2.3. is a partial list of actual models
built using these concepts. Section 2.4, examines the fundamental concepts of Object
Oriented Programming (OOP). This examination is crucial in order to understand the

philosophy and reasoning behind JAMINLAKE and the entire hybrid-computing concept.

LAKE36/JAMINLAKE reports simulated Temperature and Dissolved Oxygen (DO) in
an ASCII text format. A graphical representation greatly facilitates analysis of these
results. ML2DPLOTI, a device independent web served graphics package, was also
created in this research. Section 2.5. explains the different contouring algorithms,

comparison between algorithms and problems associated with gnd generation. The

selected approach for ML2DPLOT! application is also explained.
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2.1 LIMNOLOGY

Limnology is defined as a study of lakes, ponds, rivers, streams, swamps, and reservoirs

that make up inland water systems [Parker, 1977]. The density-temperature relation of

water makes it an extremely unusual substance for a compound of its molecular weight.
Water has a maximum density at a temperature of 4°C or 39°F, During winter, under ice
cover conditions, water temperature increases with depth from 0°C at the surface of the
lake to 4°C at bottom. The maximum temperature of 4°C, occurs usually at a depth of 3-5
meters for most inland lakes and remains constant below this depth. In the spring, surface
water warms until it reaches a maximum density at 4°C and the entire lake has constamt
temperature (4°C) and density. With this uniform temperature profile there is no density
induced resistance to mixing. Wind shear can mix the water of the lake. This mixing
allows the nutrients from the bottom of the lake to rise up with the water from the bottom
of the lake. It also allows the dissolved oxygen from the surface of the lake to move down
to the bottom of the lake with the surface water. This process is called “turn over” of the
lake. No mixing of a lake is called amixis, complete mixing of a lake is called holomixis
and partial mixing of a lake is called meromixis. Tropical lakes having poor mixing are
called oligomictic lakes. Lakes having many mixing periods, even to the extent that they
are mixed continuously throughout the year, are called poylmictic lakes. Lakes having
one regular mixing period during the year are called monomictic lakes. Lakes having two

mixing periods, one in spring and the other in fall, are called dimictic lakes [Parker,

1977).




The thermal profile of the lake controls the ease of mixing and the temperature of
different layers in the lake influences modeling of other state variables. Thus. modeling
of temperature and heat transfer processes is fundamental in understanding the lake
behavior. Within the vertical profile of a lake there are several distinet temperature and
mixing regimes. When the temperature increases after winter ice cover, the ice cover of
the lake melts and the lake starts getting warmer. As the temperature of upper layer
ncreases, its density decreases and hence it starts forming an upper layer of lighter and
warmer water, This upper layer insulates lower layers from heat. This upper warmer layer
is called epilimnion. The layer immediately beneath the epilimnion is called the
hypolimnion. [t is typified by nearly uniform temperature distribution [Scavia and

Robertson, 1979].

When there is a distinct temperature gradient between the well-mixed warm upper layver
and the uniform lower layer, and the vanation is over some depth, the middle layer is
called the metalimnion. In the absence of a significant metalimnion, the interface between
the two layers is called thermocline. Another operational definition of thermocline is the

depth where the temperature decreases to 4°C. The hypolimnion is located below the

thermocline.

Light is an important metabolic source of energy in the ecosystem. Light intensity is
maximal at the surface, and declines exponentially as the depth increases. Because the

amount of photosynthesis accomplished is related to the intensity of light, there is a depth

at which the production of organic matter by photosynthesis is equal to its utilization by

o
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LAKE WATER

JALITY MODELS

A lake can be characterized by various attributes often called “state variables”. Some of
the state varniables are temperature, dissolved oxygen, suspended solids, biomass as
chiorophyll-a, available phosphorus, detritus as BOD, nitrate-nitrite, ammonia, and
internal cellular nutrient levels. The objective of a typical lake water quality simulation
model is to compute the value of some or all of these state variables. The complexity of
maodel increases with an increase in the variables and the number of spatial dimensions

considered,

Ihe simplest models are temperature only simulation models [Riley and Stefan, 1987).
Though temperature is required to simulate other state variables, other siate variables
have a minimal impact on temperature, Thus a “temperature only simulation™ can
produce useful results for a relatively low computational cost. As the number of vanables
increase, complexity increases drastically and so does the computational cost. Additional
complexity is added by considering treatment of algal growth and chlorophyll
concentration. The more detailed and costly models are only justified when adequate in-

lake data are available for the model calibration.

In MINLAKE, phosphorous and light are used as the variables that affect algal growth. A
higher level of complexity can be introduced by including nitrogen. The nitrogen cycle is

simulated with algae utilizing nitrate-nitrite and ammonium-nitrogen for growth. Thus,




the nitrogen cycle adds two state variables to the model. However. many lakes are
strongly phosphorous-limited and nitrogen modeling is optional. Though LAKE36 (a
derivative of MINLAKE) takes user input for many state variables (e.g. suspended solids
concentration, dissolved solids concentration), it does not model them all. However, it
simulates temperature and dissolved oxygen (DO). The additional data are collected in

anticipation of future model development.

I'he mathematical models for lake and reservoirs can be broadly classified into two
calegories;

= Stochastic Models — The models for which state variables and boundary
conditions are treated as random variables from known or unknown probabilistic
distributions.

* Deterministic Models — These models are designed to produce an explicit
statement of the state or condition of the system at particular times and locations
when operated with specific input data and under specified external constraints,
called boundary conditions. All the models discussed under this section are
deterministic models. Deterministic models can be steady state models or time
variant models. These models can be zero, one, two or three dimensional
depending on the degree of simplification used in representing the prototype

[Taub, 1984).

2.2.1. Lakes as completely mixed Systems:

e e —
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(eometric complexity also plays an important role in modeling. A geometrically simple
model is a completely mixed lake model. Such a condition would exist if the state
varigbles have the same value throughout the lake. This model is often classified as an
input-output model or a box model. It can be justified for modeling conservative
substances like chloride that do not undergo any biological or chemical reaction in the
lake [Scavia and Robertson, 1979; Chapra and Reckhow, (b), 1983). However, this
assumption is a gross approximation to most actual lakes because many of these lakes
exhibit stratification and the modeled substance is usually non-conservative [Chapra and
Reckhow, (a), 1983; Thomann and Mueller, 1987; Scavia and Robertson, 1979]. A

different scheme like finite difference should be adopted for such cases.

The completely mixed model 15 a useful check against more complex models because the
total mass balances computed by complete mixing should be close to the more complex
methods. Biffi (1963) was amongst the first to apply this approach to chemical substances

in the lake.

2.2.2. Complex lake interaction models (Series, Parallel or Senies and Parallel):

This model can be considered as a special form of a box model. A lake modeled as
reservoirs in series, reservoirs in parallel, or reservoirs in senes and parallel, represent an
added peometrical complexity. In reservoirs as series model, output from one reservoir is
used as input 1o the succeeding reservoir. In reservoirs in parallel model, input is

distributed over all the reservoirs and output from all the reservoirs is cumulated to obtain

the total output. Series and parallel model is a complex system of a few reservoirs in

P —




series and a few in parallel [Scavia and Robertson, 1979]. A mass balance can be carried

out around each reservoir. Using the conservation of mass principles, an equation for

concentration into each lake can be obtained [Thomann and Mueller, 1987],

O Connor and Mueller (1970) were among the first investigators to calibrate and verify
successfully the box model approach for predictive water quality in lakes. Figure | '
displays the system that was adopted for modeling. The system consists of two lakes

(Superior and Michigan) in parallel configuration. Three lakes (Huron, Erie and Ontario)

are in series with this configuration, Each lake is treated as one box, within which the rate

of accumulation of mass was determined by the rates of mass inflow and mass outflow. -

P P — Precipitation
e - ..t p ; \

.“I ."iupurit'-r --_ E — Evaporation

R I I {uron

.T.[_: * p K - Rainfall

Michigan

R—" Erie I—" Dntanu i ’
A i

Figure 1. Boxes of the Great Lakes CU!TINE?“ series-parallel lake model [0"Connor and

Mueller, 1970]

2.2.3. Deterministic Finite Segment Models: o

Vertical behavior of lakes is of particular importance, especially during penods of

stratification. Surface and bottom waters exhibit quite different water quality. Therefore, i t




estimation of vertical gradients is important for a number of water quality problems. In
addition, horizontal gradients may oceur that are of particular significance such as the
“trapping” of waste discharges in a near-shore zone or in the interaction between a cove
or embayment of the lake and the lake proper. There are various deterministic finite
segment models. Broadly they can be divided into one-dimensional, two-dimensional and

three-dimensional models. Some of the specific cases are discussed below,

2.2.3.1. Two-Layer, Stratified Lake Model

Additional limnological complexity is added to the geometrical complexity of this one-
dimensional lake model by adding limnological compartments. These compartments are
formed by temperature differences between different layers. Figure 2 is a schematic

diagram of a two-layered medel [Snodgrass, 1974; Snodgrass and 0" Meilla, 1975].

Input from atmosphere

I !

|_I|1|:|ut from Epilimnion Discharge from
b st -
| the inflow | | the lake
Hypolimnion
Input from

Sediment

Figure 2, Schematic diagram of two-layer stratified lake.
Though there are normally two distinct layers, during winter such lakes are isothermal
and completely mixed vertically and horizontally. Thomann and Mueller, 1987 (204pp.)

used such a two-laver model to ﬂPp[l._"l'ﬁ;im&lt' the temperature ET{FFII'E' in Lake Ontario,




2.2.3.2. Multi-Layer, Stratified Lake Model

MINLAKE, and hence Lake36/JAMINLAKE, is based on this model and is explained in
the subsequent sections. In multi-layer, stratified lake model, the vertical variation is
modeled using finite difference methods. The lake is conceptualized as a one-dimensional
continuum of volume elements, each of uniform thickness and bounded by horizontal
planes defined by the limits of the impoundment. In general, the model receives flow or
allows withdrawal at any level, resulting in vertical transport of mass between volume

elements [Taub, 1984].

2.2.3.3. Embayment of Lake Model

It represents the conditions in which a lake receives a discharge and exchanges with the
main lake. This condition can be modeled using the finite difference technigues. Figure 3
is & schematic illustrating horizontal compartmentalization [Thomann and Mueller,

1987].

Inflow 1o

i¥ike Main

Lake

Figure 3. Schematic diagram for embayment of a lake.
A widely known and discussed example of this configuration is Saginaw Bay. It is in the
southwest quadrant of Lake Huron. Several studies have been carried out including

chloride loading to the lake [Richardson, 1976; Canale and Squire, 1976/,




2.2.3.4. 2-Dimensional Lakes Model

The two-dimensional lake system is conceptualized. according to either of the two
popular methods, finite difference (FDM) or finite element (FEM), treating it as an
assemblage of volume elements. The geometric arrangement differs between the two
techmques. FDM requires an orthogonal network of uniform spacing while the FEM
aftords the flexibility of using ¢lements of variable size and geometry. In the FDM.,
properties of the flow, such as velocity components and water surface elevations are
identified with the centroid of the element, while in the FEM they are identified with the
“nodes” situated around the periphery of the element [Taub, 1984].

2.2.3.5, 3-Dimensional Lake Model

The FDM and FEM methods are readily adapted to 3-Dimensional geometries.
Additionally, a finite segment (difference) approach can be used for the analysis of lakes
and reservoirs where water quality variations are to be calculated in all the three
directions. The calculations for these models are complicated and include computation of

net transport throughout the regions in the lake [Thomann and Mueller, 1987].

The reference by Thomann and Mueller, 1987, discusses the Multi-Dimensional Lake

model in detail. Several lakes including Lake Ontario are briefly discussed with an

emphasis to this model.
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3. LIST OF LAKE MODELING SOFTWARE

The modeling principles discussed in the earlier section are encoded in many software
applications for client-side processing. These applications are developed and compiled on
the server side and distributed to the client via HTTP protocols or CD media distribution.
A representative list is present below.
® The U.S. Army Corps Engineers has developed several lake, river and estuaries
water quality modeling applications. These applications are distributed
glectromically via:
hitp:/fwww . wes.army.mil/'el/'elmodels/index html#wgmodels
I'hese are client side applications. The analyst has to download the executable
files to appropriate hardware to operate the models.

o CE-QUAL-RI

CE-QUAL-R1 is a one-dimensional (vertical), stratified reservoir water
quality model. Vertical transport of thermal energy and materials occurs
through entrainment and turbulent diffusion. The model simulates
interactions of physical factors (such as flow and temperature), chemical
factors (such as nutrients), and biological assemblages in both aerobic and
anaerobic environments. The model can perform stochastic simulations
using Monte Carlo methods. Probabihstic estimates of key output

variables are provided using staustical data descnbing biological and

chemical effects.




o

(0]

o

CE-QUAL-W2

CE-QUAL-W2 is a two-dimensional (longitudinal & vertical),
hydrodynamic and water quality model. It is best suited for relatively long
and narrow water bodies exhibiting longitudinal and vertical water quality
gradients because the model assumnes lateral homogeneity. The model has
been applied to nvers, lakes, reservoirs, and estuaries. This application can
model hydrodynamics, water quality and ice cover of a water body. It can
also perform long-term simulations using larger time steps and thus, lower
computational cost.

TWOM

This program compultes a steady state, longitudinal distribution of water
quality downstream of a reservoir

BATHTUB

The U.S. Army Corps of Engineers developed a reservoir eutrophication
model called BATHTUB. Steady state water and nuirient balance
calculations are performed in a spatially segmented hydraulic network.
These types of calculations account for advective and diffusive transport
and nutrient sedimentation,

FLUX

This program estimates tributary mass discharges (loadings) from sample
concentration data and continuous flow records

PROFILES




This application analyzes in-lake water quality data. It includes several
response vanable calculations for eutrophication. FLUX, BATHTUR and
PROFILES are all interrelated programs.

o CE-QUAL-ICM

In CE-QUAL-ICM, ICM stands for "integrated compariment model”

This method is analogous to the finite volume numerical method. The

model computes constituent concentrations resulting from transport and
transformations in well-mixed cells that can be arranged in arbitrary one-,
two-, or three-dimensional configurations. Thus, the model employs an
unstructured grid system. The model computes and reports concentrations,
mass transport, kinetics transformations, and mass balances. CE-QUAL-

ICM 15 coded in ANSI Standard FORTRAN 77. ;

* The Wisconsin Lake Modeling Suite (WILMS3.3.8) is a Lake Water Quality
Model developed by Department of Natural Resources, Wisconsin, The model 1
can be downloaded from:
http://www.dnr.state, wi.us/org/water/fhp/lakes/laketool htm
WiLMS 3.3.8. is a lake water quality-planning tool. The model uses an annual
time step and predicts spring overturn (SPO), growing season mean (GSM) and

annual average (ANN) total phosphorus concentration in lakes.

T . w

* Open source distribution of software is a new concept similar to freeware

e e~ —

distribution application. Unlike freeware, this concept ensures that distribution of




subsequent products of an open source code is also an open source product. An
example of such a type of system is:

http./fiee.umces.edw/AV/Simmod. html

The website contains several different models including statistical models and
lake models. But the usage of this system is still related to the client side
simulation and the user is forced to download a model.

US EPA has developed a lake water quality model to carry out tasks including
cutrophication analysis. This model is called as AQUATOX. This model can be
downloaded from:

http://www epa_gov/waterscience/models/aquatox/download.html

AQUATOX is a PC-based ecosystem model that simulates the transfer of
biomass and chemicals from one companiment of the ecosysiem to another. It
does this by simultaneously computing important chemical and biclogical
processes over time. AQUATOX can predict not only the fate of chemicals in
aquatic ecosystems, but also their direct and indirect effects on the resident
organisms. Therefore it has the potential to help establish the cause and effect
relationships between chemical water qualities, the physical environment, and
aquatic life. AQUATOX can simulate the behavior of numerous inter-related
components including multiple algal species, submerged aquatic vegetation,
benthic invertebrates, zooplankton, fish. etc. It can represent a vanety of aquatic
ecosystems like vertically stratified lakes, reservoirs ponds, rivers, streams, etc, It

can simulate the fate and effects of multiple environmental stressors like nutrients,

organic toxicants, eic.
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*  Water Quality Analysis Simulation Program (WASP)

This model can be downloaded from:

http:/www sciso ftware.com/products/wasp_overview/wasp_overview_himl i

Water Quality Analysis Simulation Program (WASP), is a US EPA generalized

modeling framework that simulates contaminant fate in surface waters, Based on
the flexible compartment modeling approach, WASP can be applied in one, two,

or three dimensions. WASPS, a later version WASP, is designed to permit easy

substitution of user-written routines into the program structure. Biochemical
oxygen demand, dissolved oxygen dynamics, nutrients, bacterial contamination
and toxic chemical movement have been studied using this application. This
model 15 also a chenmt side model for predicting water quality. User has 1o

download this application in order to use it.

*  Comell Mixing Zone Expert System (CORMIX) .

This software can be downloaded from:

http:/f'www.epa.gov/waterscience/models/'cormix. html

—

CORMIX is a water quality modeling and decision support system designed for :
i 1
assessment of environmental impact on muxing zones resulting from wastewater . |
- LS = ! :
discharge from point sources. The system emphasizes the role of boundary g
N
I 1
b o ’ . | 1.
interactions to predict plume geometry and dilution in relation to regulatory 1 |
mixing zone requirements. m i




CORMIX contains three major subsystems. The first subsystem, CORMIXI. is

used to predict and analyze environmental impacts of submerged single port 1

discharges to lakes, rivers, and estuaries. The second subsystem, CORMIX2, can
be used to predict plume characteristics of submerged multi-port discharges. The I |
third subsystem, CORMIX3, is used to analyze positively and neutrally buovant |

surface discharges to lakes, rivers, and estuaries with a high degree of accuracy.

* DYRESM: Dynamic Reservoir Simulation Model

It is a computer model used to predict the stratification in lakes and reservoirs |
over seasonal and decadal time scales, making it an important tool for scientists,
engineers and managers. It is a one-dimensional model based on an assumption
that the vanations in the vertical dimension play a more imporant role than
vanations in the honzontal direction. So, the lake is represented as a series of
horizontal layers that are dynamic in time. It includes heat fluxes similar 1o
MINLAKE. However, it also includes mass fluxes due to rainfall and evaporation.

I'he model can be downloaded from the following web site:

http:/www.cwr,uwa.edu.aw/services | ‘
| |

DYRESM was first developed as a research tool in the late 1970s and had several , :
revisions till date. The latest model has been released in December 2000, J :
[
1
|

As this brief list illustrates, the current state-of-practice is for chient-side models. All the |

: Sy g
programs in this list are certainly adaptable in the hands of a skilled programmer. Like |

MINLAKE, these programs represent complex engineenng or ecological modeling tools.




2.4. CONCEPTS OF OBJECT ORIENTED PROGRAMMING:

Object-oriented programming is often referred to as a new programming paradigm. In the
engineering world much of the programming applications were generated using the
FORTRAN language. As computer science technology advanced, a gradual transition is
observed to a more advanced language like C and C++. However, the basic programming
paradigm still remains the same. This paradigm is often times referred to as POP
{Procedure-Oriented Programming) or Imperative-programming paradigm. FORTRAN,
C, Pascal and other such languages support this paradigm. Prolog supports the logic-
programming paradigm. FP or ML languages support the functional programming
paradigm [Hailpern, 1986; Budd, 1991). There are several different ways to visualize this
Object Oriented Programming paradigm. It can be viewed as a discreet event driven
simulation model. This means for every real object a simulation object is created, inter-
relations between objects are defined, and the objects are set in motion. Another way to
view object-oriented programming paradigm is to visualize objects as a close

resemblance to the actual natural objects considered in the conceptual model.

When computing was in its infancy, a single individual wrote programs usually in
assembly language. The tasks were very simple as compared to most computing tasks
being performed today. Because regular tasks started becoming more complex, a

requirement was felt for higher-level languages. Several languages like FORTRAN,

COBOL and ALGOL were developed to provide some features like automatic




management of local variables, and implicit maiching of arguments to parameters. As the
problems started increasing in complexity and size, it started becoming more difficult for
a single person to finish the project. Thus, a team of programmers working together to
undertake major programming efforts became a commonplace. However, this did not
solve the problem. A task that took a programmer 2 months to finish the project was nol
possible to complete in 1 month with 2 programmers. The reason for this non-linear
behavior was complexity, in particular, the interconnections between the software
components were complicated and large amounts of information had to be communicated
among various members of the programming team [Budd, 1991]. This interconnectedness
of one portion of code with the other portions causes large programs to break when even
the simplest changes are made. Object oriented programming was developed to address

this issue,

Object oriented programming is not simply a few new features added to programming
language. It is a new way of thinking about the process of decomposing problems and
developing new solutions. There are several features introduced in this paradigm that
allows simplification of complex tasks and a better method tw share information (or

handle communication) between various programmers.

Methods long used in computer science for managing complexity:
*  (Organization/Behavior Modeling
This method involves differentiating expenience mie particular objects and their

attributes, differentiating whole objects and their parts, and formation of different

-
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classes of objects. In object oriented paradigm this is related 10 forming the
objects and sometimes it is called as object decomposition.
=  Abstraction
o Procedural
In principle it is similar to functions and subroutines in traditional
programming languages. We can consider any operation as a single entity
if it achieves the desired results inspite of a need for several lower level
operations [Anton, 1994; Budd, 1991].
o Data
It includes defining a data-type in terms of the operations that apply to
objects, with the constraint that the values of such objects can be modified
and observed only by the use of the operations [Anton. 1994]
* Encapsulation
It is the process of hiding all of the details of an implementation that do not
contribute to its essential characteristics. The interface is created between objects
in such a way as to reveal as little as possible about its inner workings. An object

encapsulates data, and procedures that operate on the data into a single module

There are various languages that give us 100ls 1o construct object-oriented application.
C++, Eiffel, Small-talk and JAVA are examples of programming languages that
supports object-oriented software development. Though languages like Visual Basic
support development of objects, they are not object-oriented languages. They are

object-based languages i.¢. they do not contain all the features of object-oriented




programming paradigm. The essential features for object-oriented application are

[Budd, 1991:Anton, 1994:David, et. al.. 1992]:

The language should support development of classes/objects.

A mode of communication between different objects {messaging system) should
be established and defined.

It should support polymorphism. This means that the same method name can be
used in more than one object.

It should support inheritance. A subclass should be able to imherit all the
attributes and methods of the parent class. This means that an object Palm Tree
should be able to inhent all the attributes and methods of a Tree.

[t should support dynamic binding. There are two ways of passing 8 message. In
static binding. a message 15 always bound to a specihe method code based on the
static declaration of the type of the receiver variable. In dynamic binding, the
runtime system discovers the type of the receiver based on its value at the time the

message is seni.

Though C++ gives user a tool to develop an object-oriented application, it depends on

the user to create either an object-oriented application or procedure-onented

application. In an object-oriented application the idea is 10 make objects that depict

the universe for the system in consideration. Hence, a better understanding of the

system results in better reusable objects. There are several diagrammatic ways for

representation of such a system [Anton, 1994].

e

E




[l

Lad

6.

Class diagram/template: This describes functionality of the classes and their

relations to the other classes.

Object diagram/template — dynamics: This characterizes the dvnamic behavior of
(a collection of) objects. Hence it describes mter-relationship of objects rather
than classes.

Module diagram/template: This describes relationship between modules.

Process diagram/template — physical design: describes the physical architecture of
the distributed systems.

State transition diagram — describes behavioral characteristics of the object during
a state transition.

Timing diagram - describes constraints on the order in which methods may be

invoked,

In later chapters, class diagrams for ML2DPLOT] and JAMINLAKE are shown.

Because, methods and functions are rather extensive, they are described separately

from the diagram.




2.5 CONTOURING DATA

MINLAKE is a FORTRAN based stand-alone application. The output of this application
is written to an ASCII text file. In order to meaningfully understand the results. some
graphical display application has to be used. In most cases, the data have to be arranged
and the graphical display application plots this rearranged data. MINLAKE does not have
any built-in graphical display facility; so, it cannot be used in isolation as a tool for
modeling lake water quality. Several different software packages are available for
contouring data, However, there is an extremely limited number (if any) of software

package for online contour display.

Some of the published and more traditional contouring programs and subroutines are
| Watson, 1992]:

= Antoy (1983) FORTRAMN program to contour transverse data

* Barrodale and others (1983) FORTRAN subroutine for spectrum analysis

* Baumann ({1978) FORTRAN program using inverse distance weighting

=  Bourke (1987} BASIC subroutine to contour gridded data

*  Braile (1978) FORTRAN subroutine for inverse distance weighting

*  Bregoli (1982) BASIC subroutine for line printer plotting

* Davis and David (1980) FORTRAN program for bicubic splines

* Devereux (1985) FORTRAN program using inverse distance weighting

Dierckx { 1980) FORTRAN subroutines for cubic splines




Dimitriadis, Tselentis, and Thanassoulas (1987) BASIC subroutines for Fourier
analysis

Esler and Preston (1967) FORTRAN program for power spectrum

Eyton (1984) FORTRAN subroutines for raster contouring

Inoue (1986) FORTRAN subroutines for cubic splines

Holroyd and Bhattacharya (1970) FORTRAN bicubic splines

James (1966) FORTRAN program for Fourier analysis of scattered data

kane and others (1982) FORTRAN program for Fourier analysis of scattered data
kane and others (1982) FORTRAN program for inverse distance weighting
Liszka (1984) FORTRAN subroutine for Taylor interpolation

Mason (1984) BASIC subroutines for splines

Oldknow (1987) BASIC subroutines for Beizier splines

Rogers and Adams (1976) BASIC subroutines for surfaces

Sampson and Davis (1967) FORTRAN response surface

Swain ( 1976) FORTRAN program for minimum curvature

Tartar, Freeman, and Hopkins (1986) FORTRAN subroutines for Fourier analysis
Watson (1982) FORTRAN program for linear interpolation

Watson (1983) BASIC program for linear interpolation in stereo

Watson (1986) FORTRAN subroutine for triangular pnism volumes

Yarnal (1984) FORTRAN programs for gridded data

Yates {1987) FORTRAN subroutines for incar interpolation

Y fantis and Borgman (1981) FORTRAN subroutines for Fast Fourier Transform

Yeo (1984) FORTRAN program for linear interpolation

-
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several recently available contouring programs are:

Generalized digital contouring program by Open Channel Foundations. This
software can be purchased online at the following web-link.
http:/fwww.openchannelfoundation.org/projects/Generalized Digital Contouring
surfer by Golden Software Inc. More information can be obtained about Surfer as
well as Golden Software Inc. on their web site given below.
http://www.goldensoftware.com/

A list of contouring applications available for purchase with a free trial on the
following web link.

http://software. geocomm.com/contouring/

A company called Petrosys develops software related to petroleum industry. One
of 1ts products deals with plotting contours. The web link 1o the product is:
hitp://www.petrosys.com.aw/product/gridcontour/main. htm

A contouring algorithm developed in several different languages including JAVA,
FORTRAN, BASIC, etc. is available on the following website.
http://astronomy.swin.edu.aw/~pbourke/projection/conrec;

However, this application is only for contouring and does not grid data.

Though there are several free contouring packages available, a few (if any) software

packages are available online. The recent contouring packages discussed above have a

web link and can be downloaded from their websites. However, in order to run them, the

user must install or at least download them. These free contouring packages are not

==




consistent with the hybrid concept. JAVA allows developing software (applets) that run
in the client browser and gets destroyed when the browser is closed. In order to display
contours and rationalize the output of LAKE36/JAMINLAKE, ML2DPlot] contouring
package was developed using JAVA’'s applet technology. Details of the package are

explained in section 3.5.1.

Gridding is an essential step of contouring. The next section provides information on
various gridding techniques. The Inverse distance technique is used in ML2DPLOT]1 and

this technique is discussed in detail under Section 2.5.1.

2.5.1. GRIDDING TECHNIQUES

A grid is defined as a regular network or mesh, having a configuration of nodes that have
constant spacing in each direction. Gridding is defined as interpolating a raw data set a1
the nodes of a grid [Watson, 1992]. In our case, the locations of the nodes represent a
particular depth (v value) on a particular day (x value). The value of the node represents

Temperature/ Dissolved Oxygen.

The first step in grid development is to develop a gird framework (identifying location of
grid nodes). This procedure includes identifying the range ol data and marking a series of
equally spaced horizontal and vertical lines; identifying gnd hmits (minimum and
maximum X and Y coordinates) and the grid spacing (grid steps). The grid spacing can

be different in X and Y directions. Figure 4 below is a schematic diagram of a grid. The x

Ll
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interval 1s Ax and the y interval is Ay. Such a grid forms only the location (% and +

values) of nodes. There is no z value associated with each node.

{min x, min y)

iv#

{min x, max v)

{max X, max ¥)

Fig 4. Schematic grid diagram

[he next step is to define the Temperature/Dissolved Oxygen value for each point of
intersection (node) of the grid. There are various types of computational methods for

forming a grid.

a. [ndependent node calculabons:

Independent node calculations include calculation at each grid node. The original dataset
is used to calculate all the grid nodes. The calculation at one node is independent of the
value at the adjacent node. At each intersection, data to be used are selected. A
calculation for the node value is made with the help of these data. There are various
techniques for making these calculations. A few are listed below:

l. Linear Interpolation




2. Inverse Dhstance
3. Mimimum Curvature

4. Modified Shepherd's method

2

Matural MNeyghbor

6. Mearest Neighbor

Polynomial Regression

B. Hadial Basis Function

9. Trnangulation with linear interpolation

10, knging

Lincar interpolation and inverse distance are examples of weighted averages of the
selecied dota values, Knging = an entirely differemt form of pndding. This method
BOCOWnE [or 1_|_r';_'|l'-'_i'_|.', in the data hq.'l:lll_.' r:I1.'|.;'|‘-:.'-.J USIRg an empincal semi-vanogram Y
semi-variogram is a siatistical calculaton that correlates data vanation to distance; it

quantifics the expectation thal nearby daln points should be more similar than distant

points

l'able | is a list of comparisons between weighted average methods and kngging for the
grid formation. A list of advantages and disadvaniages for both gridding technigues is

l.jl"'-l..'l.]'rr\_"d
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b. Node calculations Spreading from Centers

A second approach to gridding uses previously calculated node values to calculate new
values. In this method, calculations spread outward from each data point, filling in nodal
values as multiple passes are made over the grid. Values are based on other grid nodes, so

they are not independent.

The program first calculates values for the four grid intersections surrounding each data
E L

point, This calculation is performed using the previously described procedures of

selecting nearby data points and calculating values at the intersections. Surface fits are

preferred to averages in order to retain trends or gradients.

After the nodes around all data points are calculated, the data points are removed from
further consideration. The program then makes a series of passes over the grid. At each
pass it calculates the values for any grid nodes that have not yet been assigned a value
and that are adjacent to an assigned node. In other words, each iteration enlarges the
calculated region around the original well location. This procedure is similar to above

except that node values are considered instead of well values,

This procedure works well with surfaces that are not extremely complex, and generally

honors data with little difficulty. It also has the advantage of allowing trends o be
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projecied, although caution should be used because extrapolations can become extreme

apidly than with independent calculations

2.2, COMMON PROBLEMS ASSOCIATED WITH INVERSE DISTANCI

METHOD

Lreneral lormula used for inverse distance 15 [W ingle, |""-'_1|.

 ;
\-
s {1)
-« 1
+
WIICTT

g; is the estimated value at the gnd location,

d; is the distance between the gnd location and the sample

P

data,

p is the power 1o which the distance 15 raised

]

However, if p =1 then it becomes a case of simple limear interpolation
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I'here are several considerations however before this method can be used. Some of them
are listed below with a possible solution:

. Location of gnd point between two contour lines and close to one of the lines:

Contour Line | |

\H“‘A Contour Line 2

Figure 5. Inverse distance Technigue: Problem of location of a gnd point too

close to a single contour line

Consider a case in which only the nearest 6 points are being considered for
inverse distance interpolation. If all the nearest points lie on only one contour line
then the grid takes the value of that contour line instead of a value between

contour line 1 and contour line 2, Figure 5 1s an illustration of such a case.

In order to remove this limitation. the gridding method should incorporate a
quadrant search technique. Thus, instead of searching lor nearest n points, the
algorithm should search for nearest n'd points in each quadrant. The quadrant

search technique ensures that all the contours surrounding a node, coniribute in

determining the value of the node.
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A point completely surrounded by one contour

-

Contour Line 2

Fig. 6. Inverse Distance Technique: Problem of a point completely surrounded by

a single contour

Another problem that typcally occurs 1s at the pits and peaks as shown in the
figure above. If one contour line is surrounding a node then it becomes difficult 1o
extrapolate. and the node ends up taking the value of the nearest surrounding
contour line. The quadrant search techmque can solve this problem only if the

surrounding contour does not have a huge number of points in each quadrant.
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3. DEVELOPMENT OF INTERNET-SHARED COMPUTING ENVIRONMENT

I'he Internet shared computing environment allows a remote user to run the LAKE36

application on the server side. A team of researchers from Lamar University and

University of Houston worked together to accomplish this elaborate task. The following

steps were used to accomplish this task:

L.

Modify MINLAKE to access input data bv reading ASCII text files

MINLAKE and later versions have a command line interface. Such applications
use STDIN (standard input), STDOUT (standard output) and STDERR (standard
error) streams for input/output operations. When such applications are invoked
over the web. the associated standard streams are not readily available, Some
programming tools, like JAVA, have developed methods to overcome this
limitation. However, accessing these standard streams via the Internet is not a
desired solution because the server side operations are extensive. A different
approach must be adopted. For this research, the input and output operations were
carried out using ASCII text files. The derivative of MINLAKE incorporating this
operational change is called LAKE36. LAKE36 also contains recent rescarch

advances in lake modeling.

Figure 7 is a schematic diagram of the original MINLAKE application and Figure
8 is the LAKE36 approach that allows a remote user 1o operate the program. The
horizontal lines represent the lines of data communication, As shown in Figure 7,

MINLAKE uses command line interface for data communications.
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R,

— _ User Input
E * Output to User

Application residing Input/output controlled

on a single computer through MSDOS prompt

Figure. 7. Schematic diagram for MINLAKE input/output operations.

In LAKE36 application, a user writes the input data to a file. The simulation
application uses the data from the input file and writes the results to an output file.

Figure 8 is a schematic diagram to illustrate this concept.

User Input via
HTML files —

— | p Input written

| to the files
Output to the  ——— . | Output written 10
user in form of | he Filnk UofH/Lamar |
graphical display User's Computer University Server |

-

ks

=

Figure. 8. Schematic diagram for Lake36 input/output operations

Develop a web based wrapper 1o run LAKE36 over the Internet

This task allows a remote user to connect either to the Lamar University server
(http:/Nakefish.lamaredu) or the University of Houston server
(http://cleveland] eive.uh.edulakeindex_himl) and run the simulation application.
User input via HTML files (Appendix D) requires sefting up a web server (115
4.0), developing HTML files that allow a user to provide input data, and

maintaining a user database. This MS Access based user database preserves the

user’s earlier simulation runs and can be accessed using JAVA's JDBC tool.




3. Develop a Graphical User Interface (GUI) that allows a remote user (o interpret

the output of simulati on application,

LAKE36 writes a simulation output to structured ASCII text files Appendix C is
a sample output file. It is difficult to interpret such resulis without a graphical
utility. Graphical display tool (ML2DPLOT1) was developed using JAVA's
applet technology. It displays Temperature/DO (Dissolved Oxygen) profiles.

I emperature/DO histories, and Temperature/DO contours.

4. Develop mirror websites

Developing identical websites at University of Houston and Lamar University
serves as a standard rehability or secunity leature. [he mirroring of websites
ensures that at any point in time there exists at least one place where this model is

ready for use.

The task of developing Internet shared computing environment was divided among
several researchers. However, mirroring the websites required active involvement of the
l'ni\':rr:;it} of Houston and Lamar University in all aspects of the research. All the tasks
not identified as a University of Houston tasks were carried out entirely by Lamar
University, The following is a list of tasks performed at the Umiversity of Houston.
l. Conceptualizing possible solutions (JAVA, CGl-scripting. ctc.) to allow LAKE36
access on the World Wide Web

I}t'vclupi.ng a mirror website at University of Houston

]

3. Searching a technigue to run FORTRAN application over the Internet
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4. Developing input forms for user input

3. Developing ML2ZDPLOT] application |

|

3.1 Conceptualizing possible solutions to allow [AKE3S access on the World Wide Web i
There are several different solutions possible for this task. JAVA SERVLETS were used H
|

in this research. A few solutions are discussed below:

. JAVA SERVLETS |
SERVLETS are designed for portability and device independent coding. They are
supporied on all platforms that support JAVA, and work well with all the major

web servers. They are developed and endorsed by JAVA. Thus, this solution

. s ——-

provides a total uniformity and consistency in the project. It also provides
compatibility with ML2DPLOTI. JAVA allows custormuized secunty settings and
thus, provides higher security. Sun Microsystems provides a set of classes or :
objects that give basic SERVLET support. Using SERVLETS simplifies i

{
development and deployment of applications like LAKE36. They prov ide a closer

interaction with the server and use multi-threading to manage resources optimally.

Thus. this prnmch was chosen to hamess the power of JAVA and 1ts SERVLET
!
technology.
2. COMMON GATEWAY INTERFACE (CUl): 1!

Gl was one of the first pl“.ll.:‘l.it'ﬂl techniques for #T’:i;l[i[':lg dynamic¢ contents and

o a single user application via Internet. Using this techmigue, a

providing access 1




Laad

WeD Server Can pass certain requests to the executable program residing on the
server. The output of this program is then sent to the client as an HTML page.
CUl scripts can be written either in C. Perl, Visual Basic. etc. When a server
receives a request for a CGl program, it creates a new process and then passes
necessary information to the process using environment variables and STDIN
such a request requires time and significant server resources [Jason and
Crawford, 1998]. Thus, CGI limits the number of requests a server can handle

concurrently.

FastCGl

A company named Open Market developed an aliernative to “standard CGI™”
called FastCGI. FastCGI works in 2 manner similar to CGL but it creates only a

single persistent process that is reused for each identical request. This feature

eliminates a need 1o create a new process for each request and improves the

performance of CGl. However, a few limitations still exist. In the event of

concurrent requests, FastCGI must creale & new process for each request. Thus,
even FastCGl needs a pool of processes to handle concurrent requests. Each
concurrent process incurs the overhead of a system call. FastCGI does nothing to

help a program to interact more closely with the server.

mod perl

This option can be used on Apache Web Server to improve CGl performance. It

embeds a copy of the Perl interpreter into the Apache wipd executable, providing
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complete access 10 Perl functionality within Apache. As a result, the CGl seripts
are E'Ill‘l."i.‘l.”'llrlii':.'d and executed without !.I}['.i;iﬂg d nNew process and thus running
more quickly and efficiently. For this research, Internet Information Server 4.0
and JavaWebServer 2.0 are used but not Apache web server. Therefore, mod_perl

is not a feasible approach.

Server Extension APls

Several companies have created proprietary server extension APIs for their web
server. Netscape provides an internal APl called NSAPI and Microsoft provides
ISAPL Using these APIs, server extensions can be written that enhance or change
the base functionality of a server and allow it to handle tasks that were once
relegated to external CGI programs. Though this solution 15 extremely fast, 1t 1s
not perfect. CGI applications provide significant security and reliability hazards,
and are also difficult to develop and maintain. They are specific for each server

and operating system. Thus, they do not produce a device independent code

Active Server Pages

Microsoft has developed a technique for generating dynamic web content called
Active Server Pages. An HTML page on the web server can contain fragments of
embedded code using ASP. This code is read and executed by the web server and
then the HTML page is sent to the client. ASP is optimized to gencrate small
portions of dynamic content. This technique is good for small server side

applications, Larger more computationally intensive server-side applications
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severely limit the number of concurrent users. This research relies extensively on

server side processing and so this technique cannot provide an adequate solution

1. Server-side JavaScript
}
Netscape has developed a technique for the server-side scripting called server-side
JavaScript (55J8). Like ASP, SSJS allows small fragments of code to be
¢mbedded in HTML pages to generate dvnamic web content. However, it suffers {
the same limitations as ASP.
3.2 Developing mirror website ai University of Houston: 1]

T'he following is a list of 1asks to develop a mirror website at University of Houston

I
. Install 115 4.0 {Internet Information Server 4.0}
Install and configure JAVA-WEBSERVER 2.0 :

i

Copy all the HTML, JAVA and supporting files (eg. picture files)

developed/maintained at Lamar Unmiversity 1

4. Establish MS Access Database, add it as an ODBC data-source and provide ;
SERVLETS with an access to this database ;

5. Change reference in HTML files to University of Houston server instead of |
i

Lamar University server E

6. Alter programming techniques of varnous SERVLETS in consideration of the H
1

.“-"i."L'l.JT.I'l"f ""'-I:“i.ﬂﬂs al 1_-|'|i'|r'e-r\5'i|:1..' i:f E{l{'ll_[bhl‘”. n'ltﬁ 'i-l.'.:r' j"_i ‘LZfl.]L"EﬂE I-."El.."i.'l.l.'ll‘ll_P :h.L" hl-..";ll.l_it}'

amnd ¢ urnpuiﬂt‘ EE[ijI’lgﬁ at both the unjx-,l-r:-;'liltﬁ are di fferent. i
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Initially the simulation application was developed using 11S 4.0 and JSDK2.1 (JAVA
SERVLET DEVELOPMENT KIT). JSDK2.1 has capabilities of starting the web-service
However, it is only for development use. JSDK2.1 stops the web-service when the user
logs off from his or her Windows NT account. JAVA WEBSERVER (JWS) was installed
to provide complete web service (SERVLET support). JWS can also support HTML files

However, because IIS 4.0 was already installed and working, JAVA WEBSERVER was

used only for SERVLET suppori




Figure 9 is a schematic diagram of the working of a SERVLET and its role in the web-

based application (detailed explanation of Figure 8). The solid lines represent data

communication among several components of the simulation application. It shows a

complete data cycle starting from user input via HTML pages to the graphical display in

the MLZDPLOT! applet.

User Input Via
HTML files

JAVA WEBSERVER 2.0
SERVLETS

Input
Information

LAKE3&/JAMINLAKE

JAVA WEBSERVER 2.0
SERVLETS

': Invokes JAVA APPLETS

ML2DPLOT] Graphical
Display

written to files

S

| Simulation

A Output to Files

Figure. 9. Schematic diagram for the working of SERVLET and its interactions with

LAKE3&/JAMINLAKE and ML2ZDPLOT]

3.3 Searching a technigue to run FORTRAN application over (he internel:

The input data are collected through HTML forms and passed to the JAVA SERVLETS.

JAVA SERVLETS invoke LAKE36 application and pass the input parameters fo
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LAKE36. Every programming language provides some manner to handle external

executable applications. JAVA provides a Runtime class. Every Java application has a
single instance of Runtime class that allows the application to interact with the operating
system. Runtime has a capability to invoke any executable application. An instance of a
class called Process represents this executable application. Process class has an ability to
control the STDIN, STDOUT and STDERR streams. JAVA SERVLETS can pass data
stream W0 LAKE36 apphcation using STDIN. The following code describes a possible
usage of this technique:
a. Runtime runtime = Runtime.getRuntime();
This line of code gets the current runtime environment from the Java application.
b. Process p = Runtime.exec(*d:\inetpubiwwwroot\lake\Lake36.exe™);
This line of code creates a new process called p. This process represents the
application Lake36.exe
¢. InputStream stdin = p.getInputStream();
This line of code creates a stream that represents the input stream (STDIN) to the
process p. Similarly getOutputStream() and getErrorStream() allows the process 1o

redirect output and error streams to the java application.

3.4 Developing Input Forms for the User input.

HTML pages were developed to provide a GUI for user inpul University of Houston was

responsible for identifying all the required input data and creating dynamic HTML pages

to handle different input conditions. These input forms create npulim input file




..'IIIPFIL’T'Idi.'\. Bisa ?-.'!l]l'l]'!-ll..‘ iI'L[I'IJ[ file, Lamar 1 :|1i‘.t:r}-.i|1'_'. modified these HTMIL pages (o

make them user friendly and integrate them into the simulation application.

1.5 Developing graphical output for simulation results:

Graphical display consists of two HTML pages. The first page gives the users a choice to
select the display type (Figure 10) and the second page is a graphing applet (Figure 11)
for result output. The first page is called MinlakeSimulation SERVLET and the second
page 15 called ML2DPLOT1 applet. ML2DPLOT! applet plots the data from the
structured output file generated by LAKE36 application. There 1s a separate output file
for each year of simulation. The files for temperature and dissolved oxygen simulation

are also different.

MinlakeSimulation SERVLET provides a user with several different choices based on the
simulation mode ( Temperature only or Temperature and dissolved oxygen). However,
if nothing is selected then a standard help page is displayed. For a temperature only
simulation the following options will be available on the first page (Figure 10).

. Profile or History or Contours

[ % ]

Temperature only display.

S

If profille is selected, then choice of day (in Julian days) is available. If history is
""EIE"-:[L'd. IJ“:“ r_-h,n,'“:c Uiﬁ a |_‘||_-'_‘P|]'| iﬁ ﬂ‘n'ﬂi]ﬂhlﬁ ﬂ.nd |f COMYEOur i:"" 54.:|I.:¢:'I1:d- lhi:rl LA

further choice is available. These dynamic changes in the web page are carried out

using JavaScnpt.




However, 1f the user has selected Temperature and Dissolved Oxygen simulation, then

he/she has the following choices.
1. Profile or History or Contours

2. Temperature display or Dissolved Oxvygen display.

o

If “profile” is selected then choice of day (in Julian days) is available. If history is
selected, then choice of a depth is available and if contour is selected then no
further choice is available. These dynamic changes in the web page are carried out

using JavaScript.

An HTML page with the contouring applet is displaved after the user submits the
choices. This applet is either displayed with the choices made by the user or a standard

help page is displayed.

Figure 10 is a screen capture of MinlakeSimulation SERVI ET output. It serves as a
gateway to the ML2DPLOT] application. The user is allowed to choose a display type
(contours, profiles, history), a variable (temperature, DO), and a value (day for history

and depth for profiles). Figure 11 15 a screen capture of ML2DPLOT] application. It is a

display of temperature only simulation result.
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Figure. 11. Graphical display of ML IDPLOTI. Temperature only simulation outputs

L
1




3.5.1. Descniption Of Source Code For Graphical Display

Before the MLZDPLOTI can be explained, it is imperative to understand how an applet

works and become familiar with some common terminology related to applets.

Class: A class 1s a collection of methods (functions) and attributes (variables)
Ohbject: In this discussion, an object will always refer to an instance of a class.
However, this is not a definition of an object. Thus, an object Lake will be the
instance of class Lake

Applet: An applet 15 JAVA's solution for the client side processing. An applet
transfers the code residing on the server and transmits it to the client's JAVA
enabled browser (Internet explorer/ NetScape). The applet executes the code on
the client’s machine complying with the security setting of the cliem browser
This type of security setting is called sandbox.

Panel: A Panel is similar in concept to a canvas on which painting is carried out.
It has a size attribute and it allows rendering of objects. Thus, a panel supporis
various objects, including those that cannot exist independently, like buttons and

text boxes,

Interface: An interface is a Class that cannot exist on its own. It only consists of

methods (functions) without any code writien into it and names of the attributes
(variables). Interface forces all the implementing classes to define certain methods
and attributes. If X is an interface and Y is any other class that implements this
interface then Y has to define all the methods and attributes that exist in class X
An example of the interface used in the creation of ML2DPLOT] 15 DataReader

s T . L - b W s . wr he d
This interface forces the |r:|'|pi|._-;'|'|u|1‘t||'tg class 1o define methods to read the data
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from a database. Data are read from ASCII text files in ML2ZDPLOT] application

A class called TDOFile is responsible for this job. ML2DPLOT! object has a
reference to TDOFile class and recognizes it as an instance of DataRecader
However, 1f the data have to be read from MSAccess Database, then a new class
has to be constructed. ML2ZDPlot] should have a reference 1o that class so that it

can be necognized as a DataReader,

For procedure oniented programming a flow chart is an adequate representation of the
mode of operation. However, it is well known in the object-oriented literature that flow
charts are inadequate for object-oriented application description. A diagrammatic
representation is provided using class diagrams. Figure 12 shows a class diagram for
ML2ZDPLOTI application. Though class diagrams are not useful in analyzing the logical

steps in a simulation, they are extremely useful in identifying class interactions.

The lighter shaded classes are interfaces and dark shaded classes are real classes. The
dashed lines represent an interface class relationship. This means that the class involved
in this relationship implements the interface. The solid double arrow lines connecting two
classes indicate some kind of interaction between the two classes or interfaces. A dot-
dash line represents parent child relationship. The parent class (where the dashed line
does not have a beginning arrow) passes all its attributes and methods to the child class

Thus, the child class can always replace a parent class, however the reverse is not true
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The pertinent ML2ZDPLOT] components are described below. However, an extensive lisi

of MLZDPLOT] components and their brief description is presented in Table 2.

1. MLZDPlotl.java
Figure 13 is a schematic diagram for the architecture of ML2DPLOT] application
Different panels in ML2DPLOT] application are laid out as shown in Figure 13,
Figure 14 is a screen capture of ML2DPlot] applet.
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Figure 13. Architecture of MLZDPLOT] application
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Figure 14. Screen capture of MLZDPLOT1 applet
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ML2ZDPlotl is a child class of JApplet. It means that it inherits all the attributes

and methods of the JApplet class. This class initiates the applet, creates the

ContainerPanel and gathers the names of the files that the ContainerPanel has

to use in order to display results. The names of the files are passed to

ML2DPlotl java through HTML attribute parameter values (PARAM values).

2. ContainerPaneljava

This class extends the Panel class of JAVA. The basic lavout of the panels consist of

a control panel on the left side that allows the user to select any one of the following

options (Figure 14):

il

E.

Temperature versus day: Plois Temperature versus dav graph for each depth
level

Dissolved Oxygen versus day: Plots dissolved oxygen versus day for each
depth level

Temperature Profile: Plots depth versus Temperature for each day: depth is
displayed as negative elevation

Dissolved Oxygen profile: Plots depth versus dissolved oxygen for each day
Select Day: Displays a panel that shows a conversion of Date to a Julian Day
and allows the selection of a particular day for the display of the selected
protile.

Femperature Contours: Plots Temperature contours with depth as y axas and

inverse distance techmique is used for comtour
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Julian days as x axis;

interpolation.




Dnssolved Oxygen Contours: Plots dissolved oxygen contours with depth as y-
axis and year of the month as x-axis.

Restore: The graphing package allows zoom in and zoom out facility by using
mouse and selecting regions; restore button restores everything to its initial
state.

Print: Allows the graphical display to be sent to pnmter. It seeks user
permission to allow the applet and send a print (of the display panel) to the
selected printer

Display Next: Displays the next set of data to be plotted. The display is split
between different sets of simulation years because the application becomes
extremely slow and unreliable for the display of all the simulation years.
Display Previous: Displays the previous set of data 10 be plotted.

Change Interval: Displays the dialog box to change contour settings. 1t allows
the user to define contour intervals, remove intervals, add intervals or even

change the grid resolution of the contour

The other part of the basic layout is the bottom panel. The bottom panel provides the

following features:

Set label: It allows the user to make w=gxis ]ﬂhﬂj or !--H."ii!"'- label or title Tf:ld}
for editing.

Set axis: It allows the user to change the x-axis or y-axis. For example, the
title of x-axis is altered by selecting x-axis in this drop-down combo box.

typing in the new title value in the “dispiay change box™ and pressing the

returm key.
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c. Display change box: It is the central box in the bottom panel that allows the
user to change title, x-axis label, or y-axis label by typing the new value and
pressing the return key.

d. From and to (range): It allows the user to change the range of graphical
display. User gives the new range and presses the "Plot It" button to change

the range of graphical display.

i

Depth/Days: This 1s a JSpecialComboBox that allows users to change depth
for the "Temp/DO vs day” and days tor the "Temp/DO vs depth”.

f. Plot It: Allows the users to change the display after changing the settings.

Yet another part of the basic layout is the center panel that holds the graphical display
panel. This graphical display panel is developed by University of California under the
name of "Piolemy”. Ptolemy accepts a stream of data and plots it. Some minor
modifications have been done to the original Plolemy application. Legends display was
modified. Legends were displayed on the right side in Ptolemy. In ML2DPLOTI legends
are displayed on the graph and on each line with the line’s own color. One of the major
bugs found in Ptolemy was a mistake in naming the vector holding the dataset. Because
of this bug, the application threw null pointer exception when more than one line was

drawn on the panel. The bug was removed by referencing the correct name of the vector.

The disclaimer and the permission for using this component are located on the following
URL:

http://ptolemy .cecs. berkeley.edu/fjava/ptplot3. ] ptolemy/plot/doc/index.htm
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Contouring is carried out using inverse distance method and using a power of 5. However

the user is allowed to change the grid resolution. Theoretically any resolution is
acceptable. However, bevond a resolution of 200 x 200, the time required for

computation far exceeds the increase in accuracy of the contour plots.

3. IntervalPanel.java
This class implements the IntvervalPanelListener interface. When the IntervalPanel is
invoked, it displays a panel and lays out the components (Figure 15). The list of numbers
on left hand side in the Figure 15 shows the levels for which contours are plotted. The
radio buttons with labels Imterval Vafue: 1 and Interval Value: 2 allows changing the
contour interval to either 1 or 2. A user can also customize the contour interval by typing
the desired interval in the Custom Interval text box and pressing the return key. The Grid
Resolution button allows a user to change the grid resolution and No. of Points button
allows the user to change the number of points used to estimate grid in the inverse
distance method. The default number of points is 20. The Add, Remove butions can be
used 1o add or remove specific interval value. The Remove All button allows a user 1o
remove all the listed contour levels. The Restore button allows a user to restore the
original contour levels. However, until OK button is pressed no effect takes place on the
actual contour layout. To discard any changes to the contour intervals, the Clese bution

can be used, The label below the bution assembly on the right displays the current

resolution and the number of points used to estimate gnd.
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Figure 15. Screen capture of contour Interval selection dialog box
As a user makes a choice, the contour level vector is altered and the panel is destroyed. A
new contour plot is generated using this altered contour level vector. 1f the user decides 1o
close the panel, all the changes in the contour level vector are discarded and the display

remains unaltered

4. JulianDayPanel.java

This class implements JulianDayListener. Figure 16 is a captured image of am instance
of this class. This class allows a user to choose a Julian Day by defining a month, day and
vear by Christian calendar. It allows the user to view the present Julian day, to verify the
Julian days before selection. and 1o select a new day for display using Monmth combo box,
Day and Year text box. The View button computes and displays the corresponding Juhian

day for the date selected. The OK button changes the display to the selected date.
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Current Date of display - January 1 1980
Juiian Day - 1
Range Alowed 6-3-1990 to 10-12.1993
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i
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Click “view" tor selected Julian Day

Figure 16. Screen capture of Julian Day selection dialog box

3. InverseDistance.java

This class is the kemel of contouring calculations. It forms the grid from a raw data set

and calculates the value of its nodes. The calculations are based on the contounng

technique described in the independent node calculations for Inverse distance algorithm

(Section 2.5). The common problems associated with inverse distance technique are

eliminated by using quadrant search technique. This class defines two important methods

1o form contours.

The method computeGrid(Vector xValues, Vector yValues, Vectar ZValues, int gridResolution,

init nearestPoints) allows formation of g:rid gnd cal

YValues and zValues are the raw dataset vectors corresponding to x vals

values of each data point

intervals for an axis. It is the same for the x and y-ax

culation of its node values. 1he xValues,

es, y values and z

The value of gridResolution is the number of equal sized

is. The value of nearestPoints defines
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the number of points influencing the value of each grid node. As shown in Figure 17, the
gridding technique under Section 2.5 calculates the value for each grid node. However, in

MLZDPLOTI the value is calculated not only for the four nodes of the grid but also for

the center of the grid. Figure 18 is a sketch of modified approach used in this research

il £
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Value at each
node of a grid
— cell

Figure 17. Schematic representation of a single grid cell having contour values for the

four nodes

Value at each
Value at the node of a gnd

center of the cell cell

Figure 18. Schematic representation of a single grid cell having contour values for the

four nodes and the center

o A i 1 i 5 o 1 1 ' ']
The method getPlolVector _grid, Vector continterval, int resolution) allows the calculation of
plot points. The technique used to draw a contour is 1o draw a line through every two
adjacent data points. This ensures that only the points lving on the continung contour are
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is forced to intersect this structure.

dimensional axis and a contour plane
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Figure 19. Schematic representation of an intersection of contour plane with a grid cell

PQRSC; the shaded portion represents the part below the plane of intersection and the

white portion represents the part above it.

The grid cell PQRSC has four node points P, Q, R and 5. It also possesses a center C. A

3-Dimensional image for such a case is presented above, These five points make up 4

triangles, SCR, SCP, PCQ and QCR. When a plane of intersection (contour plane) passes

through this grid cell one of the following can occur with respect 1o each tnangle:

i

b,

The plane of intersection passes above the triangle.

As this contour value is not found in the triangle under consideration no line has to be
plotted.

The plane of intersection passes below the triangle.

As this contour value is not found in the triangle under consideration no line is

plotted,

The plane of intersection passes through all the three vertices of the tnangle.

This condition defines that the entire triangle lies on the contour plane. This condition

also dictates that no line should be plotted.




d. The plane of intersection passes through the triangle dividing it into two parts.

The two points on the triangle, having same value as the plane of intersection
(contour plane), should be connected. This approach, in tum, ensures that all the
points adjacent to each other are connected and there is no crossover of contours over
any single point. This approach can be used for the case where an axis of a triangle
lies on the contour plane.
6. YearSelectionPanel.java
This class implements YearSelectionListemer. Figure 20 is a captured image of an
instance of this class. This class allows the user to choose a simulated vear. When OK
button is pressed and the panel is closed, the MLZDPLOT] application will display the
contour for the selected year.
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Figure 20. Screen capture of Year selection panel to allow a user (o choose a simulation

vear for display.




A B O

Table 2 hsts and describes the remaining components of ML2DPLOT! application.

JAVADOCS and the source code give more information about each of these classes.

Table 2. A hst of ML2DPLOT1 components { Components not described above)

ML2DPLOT! CLASSES | . DESCRIPTION e I
|

DataReader This interface forces the implementing classes to open a |

connection to a database object. The implementing class

should contain information on the type of daiabase and the

connection.

| DataFileReader It ;-ml;nl.err-aea;s DataReader interface and defines a method o
|

| open a connection to the databasc. The DataReader should

refer 1o the correct DataFileReader depending on the

' database. |
1
| DataFile " This interface forces the implementing classes to define a |
|

method to read the data from an open connection. Ih::;i
technique ensures a smooth transition from an ASCII text |

|
file to MSAccess database. DataReader passes an open |

connection of either MSAcess database or an ASCII text file

to a DataFile. An appropriate class implementing DataFile |

i

reads and stores the data as a PlotDataSet object. |

'_ﬁ]'[]ﬁl: It implements [Iﬂal-'-ile interface and is responsible II,JTA‘
|

| reading data from an ASCII text file. It retums the data to |

|
ML2DPlotl {calling object) as a PlotDataSet object

=
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DataControllnterface

This interface forces the implementing classes to transform
the data in the desired format, before supplying it to the

container panel for drawing. ,

DataConirol

[t implements DataControllnterface and interpolates data |
from random depth values (often non-integer values obtained |

from simulation) to discreet integer depth values.

JSpecial ComboBox

It is a a'per:inl type of drop-down combo box. [t stores a hist

of depth and julian day values. This technique ensures that

| ; |
any change in the selected value of depth or julian day can
be easily communicated to the display panel.

| PlotDataSet

It is a vector of points stored as a DataPair object. It
records: 1) min and max values of x, ¥ and z point

coordinates. and 2) titles for chart, x-axis, y-axis and z-axis.
|

~—

| DataPair

It has three coordinates corresponding to x, ¥ and z value. It

defines several methods to set and access these valucs !

k=

: Date

[t -::nrrc::;u_rrﬁds to a particular simulation day and defines

methods to calculate julian day from a date and vice versa.

—

C onvertToSpVector

The data format required by Prolemy is different from

PloiDataSet (default format for data storage in
ML2DPLOT!1). This class ensures the conversion of data
format from PlotDataSet 1o Piolemy requirements. It also

facilitates easy search of coordinates for inverse distance

technique by sefting up data points in form of a hash table.
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[ DataProcessorlnterface

This interface forces the implementing class 1o reconstruct

the data for a graphical display. This interface is called just

before plotting the data and ensures the correct display

ReverseAxis

Field Read

It implements DataProcessorlnterface and reverses th

s

depth axis. The surface of the lake has a depth of zero and it

increases downwards. However, in Plolemy x and vy axis
intersection always lies at the origin. And so, depth values
cannot increase vertically down. 5o elevation 1= used with a

minus sign, instead of depth. ReverseAxis uses a minus sign

to convert depths to elevations.

This class is Flifirh'!ﬂ:‘:l-hh: for collecting the field data and

providing them to the display panel.

IntervalPanelListener

method to change contour level upon a user request

This interface forces the implementing class to define a

JulianDayListener

| This interface forces the implementing class to define a

method to change the present julian day upon a user request.

" Grid

This class represents the virtual grid used to contour the data |

set. Each grid node has x, y and z value. Each grid cell has a

center of the grid with x, y and z value.

YearSelectionListener

|
i

method to navigate between different years of simulation

i

This interface forces the implementing class to define a



4. DEVELOPMENT OF SIMULATION COMPONENTS FOR DEVICE

INDEPENDENT CODING AND DEVELOPMENT OF COMMUNICATION

AMONG THEM

As this task was extremely large, it was divided into two distinct sub-tasks. The first part
was to translate from a FORTRAN application to a JAVA application and the second part
was to develop an object—oriented application for LAKE36. Lamar University was

responsible for first task while the University of Houston was responsible for the second.

l. Develop a direct translation from FORTRAN to JAVA.

This intermediate ;lp!-,l ication does not have any 11.:';hr1u|u-gl-::|| advantage over the
LAKESA ;‘li-,l-.[i,_-;,ljp.“_ with the exception that the application was created n a

modern language.

b

Develop an object-oriented application for LAKE3G.

Converting a standard Procedure Oriented Programming application (POFP) into
an Object Oriented Programming (OOP) requires a meticulous understanding of
the application and its components. This depth of understanding in tumn 15 an
excellent cross check of the original model. Usually a result aberrant from the
field data warrants a further check into the model. However, most programmers
tend to accept an application if the result closely fits the field data. The exercise of
redeveloping LAKE36 as an object-oriented application helped in identifying

some errors in LAKE36 itself. Using JAVA 1o develop this object-onented
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technique allowed device independent coding. JAVA is an interpreted language

and does not produce executable files. Instead, compilation in JAVA produces
class files and these class files are interpreted on individual machines. The
interpreter differs from operating system to operating system but the class files

remain the same. This technique ensures portability between different machines

and operating systems.




4.1. STRUCTURE OF JAMINLAKE

To understand the structure of JAMINLAKE, it is important to understand the modeling
principles of LAKE36. JAMINLAKE deals with temperature only modeling. The
following algorithm provides an overview of computational scheme for establishing a
year round temperature simulation of a lake. This entire temperature simulation scheme is
recorded with Minlake class and is presented in the explanation below. Steps | through 3
are used to establish initial conditions and so they are not used for daily simulations.
Steps 6 onwards are the steps of daily sim ulation procedure.

1. Gather input data for lake water guality simulation

A HJ“I"‘IU |.||.E'||l|. data set L:,; pron 'Hir_"d i_[; .‘,Fli'h;_"ndlh Ia I}ﬂtﬂlﬂp“'u“‘put il”!."fﬁlk'\_" 15
responsible for this task. FileOperation is the class that implements this interface and

performs the task.

[ g

Setup initial lake conditions e.g. pumber, depth. area and volume of layers

Lake is responsible to carry out this task. Further details on this task are presented in
the explanation of class Lake.

3. Setup initial lake temperature profile

Lake is responsible to set up the initial temperature profile in the lake and thus the
temperature of cach layer. It is a user supplied temperature profile

4. Set up initial sediment temperature profile

Sediment is responsible to establish the initial temperature profile in the sediment.

Further details on calculating initial sediment temperature profile are presented in

Appendix E6.




i

Calculate mixed laver depth

Lake is responsible for identifying the mixed layer and recording the location of
mixed layver. Further details are presented in explanation of class Lake.

Determine snow and ice thickness for each day

Snow and lce are responmsible to determine their thickness at the start ol each
simulation-day. Further details are presented in Appendix E7 and E8,

Estimate daily chlorophvll concentration {for each layer)

ChlorophyllEstimator is responsible for this task. Estimator implements the
ChlorophyllEstimator interface and performs this duty. Further details are presented
in explanation of class Estimator.

Calculate heat flux in each laver and subsequent temperature profile in the lake

[he first layer gets the heat input from atmospherc and so the Coefficients class
carries out this simulation. The Lake is responsible for the heat transmission among
different lavers in the lake. Further details on temperature simulation scheme are

presented in Figure 24 and Appendix E.

by calculating the effect of natural and forced

Correct the temperature profile
COnVeclive mixing

Lake and Wind are responsible for this task. Lake is responsible for the natural
convective mixing in the lake. However, Wind is responsible for the wind mixing

induced in the lake. Further details on temperature simulation scheme are presented in

Figure 24 and Appendix E.

=
[ =




4.1.1. CLASS DIAGRAM OF JAMINLAKE

As explained in section 3.5.1., class diagrams are adequate representation of object-
oriented application. The lighter shaded classes are interfaces and dark shaded classes are
real classes. The dashed lines with double arrows represent a class implementing an
interface. The solid lines connecting two classes indicate some kind of interaction
between the two classes or interfaces. A dot-dash line represents parent chald class
relationship. The parent class (where the dashed line does not have a beginning arrow)
passes all its attributes and methods to the child class. Thus, the child class can always
replace a parent class. However, the reverse is not true.

In order to use JAMINLAKE application, some peripheral applications had to be
developed. The peripherals include applications; 1) to read data from the files, 2) w0 use
mathematical calculations, 3) to write output of the simulation result. and 4) to compare
the results of JAMINLAKE simulation with LAKE36 results. Figure 21 depicts
interaction among various packages. Figure 22 is a class diagram depicting interaction

among javamodel package of JAMINLAKE application. Javamodel is the most important

package in the entire simulation. Only this package 15 explained in detail.
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4.1.2. DESCRIPTION OF SOURCE CODE FOR JAMINLAKE

The discussion below highlights several imponant classes in the javamodel package of

JAMINLAKE. A description of the classes and their functions is provided. Table 3 is an
extensive list of all the JAMILAKE components.

1. Minlake

Minlake is the main class that maintains the simulation scheme. The simulation scheme,
described below, is adopted in running the model. All the steps up to step | establish
initial simulation conditions and are defined in the constructor method of the Minlake

class. The next steps are defined in the startSimulation() method. This method holds the

lemperature simulation scheme.

a. Read the data from the database using the class that implements

DatalnputOutput interface.

b. Initiate all objects viz. Lake, Wind, Snow, lce, cic.

c. Define layer heat exchange listeners. This technique ensures that every class that
contributes to the heat flux in the layers is registered with Minlake.

JAMINLAKE's temperature  simulation  scheme calls all the

LaverHeatExchangeListener classes 10 contribute heat 1o each layer. Thus. in

order 1o add a simulation component that supplies a heat flux to the layers, the

simulation component has to implement Layer HeatExchangelistener interiace

and has to be registered with Minlake. This technique ensures that the

simulation scheme does not have to be altered to add an extra heat source. Lake

[



and Sediment are the classes that implement LayerHeatExchangeListener
interface in JAMINLAKE.

d. Set up the layers. This task includes calculating dimensions of the layers,

checking for the feasibility of the dimensions and splitting the layers if required.
Then, lake dimensions are recalculated.

e. Set the initial temperature profile in the lake. Lake object handles this task.
setInitial Temperature Profife() is the method that is responsible for the task.

f Set the initial sediment temperature profile, using the scheme described under
the class Sediment. The method setInitialTemperatureProfile() defined in the
class Sediment is responsible for this job.

g. Register the classes that implement TimeChangeListener interface. This
technigue ensures that all these registered classes are informed of any change in
time. Thus. all these classes can keep track of the present date of simulation. The
classes that implement this interface in the present model of simulation are:

* Lake

* Wind

*  Coefficient

*  Snow

*  lce

=  LakeFileWriter
* ModelParams

h Facilitate registering LakeListeners with the Lake object. The Lakelisteners

are;

* Wind
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. Starts day-to-day simulation. For every simulatio

= Spnow

= Jee

Facilitate registering WindListeners with the Wind object. The WindListeners

Are:
s Spow
L [

Facilitate registering SmowListeners with the Snow object. The SnowListeners
are:
* Jce

= ModelParams

Facilitate registering IceListeners with the lee object. The leeListeners arc:

*  Snow

* Modelarams

All the classes implementing ComponentDriver interface are regquested to pass
a reference to all their listeners. Lake, Wind, Snow and lce implement
ComponentDriver interface and pass their own reference to their listeners (e.g.

LakeListener, WindListener, SnowListener, lcelistener).

n day, simulate method of

classes implementing WaterQualitySimulator interface is invoked. The class

that implements this interface in JAMINLAKE is Minlake. This scheme is

extremely important because it allows various water quality simulation modules

1o be added. For example, only two changes have to be made if Dissolved

Oxygen Simulation has to be carried out Firsily, a class implementing

WaterQualitySimulator interface has to be constructed or altered to carry out

™
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Dissolved Oxygen smulation. Secondly, this class has to be registered with
Minlake as a WaterQualitySimulator. Figure 23 describes interaction of
various objects in Minlake class. Figure 24 describes temperature simulation

scheme defined in simulatel) method of Minlake class.
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OBJECT INTERACTION DM

call 1o startSimulation{) MeteorDataReader
maintains a protocal to

read meteorological

MeteorFileReader
implements Interface data i
MeteorDataReader MeteorFileReader

MeteorDataReader implements this

Figure 23. Object Interaction Diagram displaying interaction scheme defined |

protocol and it is
registered with interface

b (1]
Yes
Read Meteor Data by class implementing
MeteorDataReader interface
- e Lake
Wind
Yes Coefficient
Count = count + Sediment
Inform Snow
TimeChangeListener about lce
present simulation day LakeFileWriter
ModelParams —
Y implements
TimeChangeListener
No Interface
q__ ="
+ 1 Minlake implements
WaterQualitySimulator
Carry out water quality component interface to simulate

gimulation by calling simulate() method of | temperature
W aterQuality Simulator interface

A Ny

Carry out statistical
error analysis

oy

‘ End simulation ‘

n Minlake
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!imlauon = simulate() of
WltySimumm in Minlake class

Set coefficients, model
parameters for the particular

| Determine Snow Thickness
~ Snow handles this task

Determine Ice Thickness —
Ice handles this task

Count = ()

Estimator implements
Chlorophyll interface to
estimate chlorophyll
concentration

guxmg temperature
rature of first layer

- T(0)

ethod of Wind class




Calculate heat influx,
outflux and snow and
ice coefficients for the
condition of 1ce
thickness<=1{)

Calculate : y
heatInfluxAtWaterSurface() & Eﬂfﬁﬂﬂﬁ;ﬁsﬂ;: used
heatOutflux AtWaterSurface carry

N
5 % of LaverHeatExchangel.istene _
1 Lake and Sediment
: " implements
e * Syt = cont + I.apyerHrntE“h:ngtLis
LayerHeatExchangeListener tener interface and this
adds heat to each layer starting portion calculates heat
from the top spurce/sink terms of
advection diffusion
v i equation
SetVerticalDiffusionCoefl ) and
Calculate vertical set VDCHarmonicMean() can be
diffusion coefficient used to determine the
Advection/diffusion equation
l coefficient
calculateTemperatureF romFlux()

false

Calculate temperature | js ysed by Lake to establish a

in each layer temperature profile after obtaining
coeflicients from Coefficients class
Gauss elimination technique is used

f lce
Thickness <=0
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SIMULATION SCHEME FOR TEMPERATURE MODELING (continued page 3/3)

f
Lake is responsible to carry out
this task since it is an internal
. " task for the lake

A natural and forced convective ForceConvectiveMixing() and

mixing is brought about in the lake to | .o eDensitvinstability() -

remove negative temperature layers STk e ek s ey oul
this task .

_ - - - Wind is responsible 1o carry
A wind mixing is carried out and out 1his sk since it is i
conditions simulated for ice formation | recannsible for lake mixing
calcLakeMixing() and
simulateBeforelceFormation
() methods are used to carry
out this task

Check for ice during
ice-forming months. Calculation
correct?

- Repeat = true
I 1
Interpolate ficld data (if

available for that day) for
sirulation depths

-

\\End of temperature simulation

for 1 day

Figure 24, Chart for temperature simulation scheme. It is not a step-by-step procedure;

instead it demonstrates interaction of objects in temperature simulation scheme.
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1. Lake

This class represents the lake being modeled. In 1-D, multi-layer model, lake is
composed of several horizontal layers. Each layer has unique temperature and dissolved
oxygen properties besides several other individual layer attributes. As there are several

attributes unique to each laver, we can conceptualize Lake object composed of several

Layer objects. We can conceptualize lake object being comprised of epilimnion and
hypolimnion. However, hypolimnion can also be stratified. So, if there are 28 layers in a
lake and thermocline is located at the bottom of layer 12. then lake will have reference to
all the 28 layers, hypolimnion will have a reference to the top 12 layers and epilimnion
will have reference 1o the bottom 16 layers. Thus, Lake object is made up of two
components; 1) Limnion (Epilimnion and Hypolimnion) 2} Layers (user specified or

simulation-scheme-determined number of layers)

Lake implements TimeChangeListener, LayerHeatExchangeListener  and

ComponentDriver interface. A lake keeps a track of present simulation day by

implementing TimeChangeListener interface. A lake keeps track of the objects being

affected by its state by implementing CompenentDriver interface. Lake defines a

method setup() to establish the initial state of the lake when the simulation starts. The

user supplies the number of layers and lake geomelry. Using these data dimensions of

cach layer are fixed. The user supplies initial temperature and dissolved oxygen values in

each layer. Layers are stored as a Vector in the Lake class. A splitLayers() method 15

invoked 16 establish @ check on the thickness of layers. If the thickness of any layer

exceeds the maximum permissible thickness specified by the user, then the layer is split

BS :
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into two equal parts with half the thickness of the original layer. Lake implements
LaverHeatExchangeListener and so it is forced to define addHeatToLayers{) method.
Based on the theory described in Appendix E2, a calculation for heat exchange across
each layer is carried out using addHeatToLayers() method. Based on the theory

described in Appendix E3. a calculation is performed to determine temperature in each

layer. A method caleulateTemperatureFromFlux() is responsible for performing the
computations. Based on the theory described in Appendix E4, a caleulation is performed
o estimate the effects of natural and forced convective mixing. The methods
forceConvectiveMixing() and removeDensitylnstability() are responsible for these
tasks. Based on Appendix ES, a calculation is performed to simulate conditions for the

ice formation. The method simulateBeforelceFormation() is responsible for this task.

1. Sediment

The sediment is another major contributor 10 the heat flux through the lake layers. It also

plays a major role in simulation of several state variables including temperature. Initial

temperature profile in the sediment plays a role in the determination of the eventual

lemperature profiles in the lake. However, it does not have any major effect over a long

period of time. A sediment temperature profile comesponds 10 each layer of the lake.

Based on the theory described in Appendix E6, a calculation is performed 10 establish an

setlnitialTemperatureProfile() is responsible 1o perform this task. Sediment

implements TimeChangeListener interface and keeps a track of present simulation day.
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Sediment implements LayerHeatExchangeListener interface and so it has to define a

method called addHeatToLayers(). This method supplies heat to each layer.
Corresponding 1o the difference between the previous day’s temperature and present
day's temperature, heat flux is added to the corresponding lake layer for that day.
Assumptions used for this technigque are; 1) there is no horizontal heat flux between two
different sets of sediment layers, 2) the bottom of the sediments is a no flux boundary.
These assumptions ensure that any change in temperature profile of each sediment layers

corresponds to the heat exchange with the adjacent water body.
4. Smowlce

This class is the parent class of Smow and lce. Though snow and ice are different, they
have many similarities. They have some common attributes and methods. Thus, Snowlce

class serves as a container for all these similar atiributes and methods. Snowlce contains
attributes like thickness. conductivity, absorption coefficient, reflection coefficient, and
atienuation coefficient. Smowlce implements TimeChangeListener, LakeListener,
WindListener and ComponentDriver interface. Wind forces a convective mixing in the

lake and at the same time creates a shear on ice and snow. Thus, stable ice or snow

formation can occur only at low wind speeds. To simulate these conditions ice and snow

has io obtain wind information. Implementing WindListener interface ensures that Smow

“dlﬂalwag.rsl-uxsmfgmmmmmsmenfwmﬁmmilnaﬂmm

simulation by altering the temperature profile. 50 different objects are affected by the

state of snow and/or ice. Thus, implementing ComponentDriver interface keeps track of

of all objects being affected by the state of Smow of lee (Listeners). Thus, at any point in
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time the listeners always have a reference to the present state of the Smow/lee. It also

keeps track of the present simulation day by implementing TimeChangeListener

interface.

5 Snow

This class represents the snow that forms over the surface of the lake. It serves as a
placeholder for attributes and methods that the snow possesses. It is a derivative or a
child class of Snowlce and so it possesses all the atiributes and methods of Snowlce. It
differs from Smowlce by possessing Smow specific attributes and methods. Smow object
implements IceListener interface. This implementation allows snow 1o have a reference
to the Iee condition at any point in time. Smowlce has an abstract method. This ensures
that the child classes have to define this method. This method. determineThickness()
defined in the class Snow determines snow thickness. Appendix E7 describes the theory

underlying computation of snow formation at the start of each simulation day.

6. lce

This class represents ice that forms over the surface of the lake. It serves asa placeholder

for attributes and methods of ice. It is & derivative or a child class of Smowlce. Thus, 1t

possesses all the attributes and methods of Seowlee and differs from it by possessing lee

specific attributes and methods. Similar to Snow, Tee also has to define abstract method

of Smowlee. Appendix E8 describes the theory underlying the computation of ice
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thickness at the start of each simulation day. The method determineThickness() is

responsible for this task.
7. Estimator

This class implements ChlorophyllEstimator interface. The ChlorophyllEstimator

interface forces Estimator to define a method for obtaining the chlorophyll data for each

day of simulation.

In this simulation model, chlorophyll-a is not simulated. Instead, the analyst has to supply
information regarding the chlorophyll-a concentration. Mean  chlorophyll-a
concentrations are specified as model input, dependent upon the trophic status. Trophic
status can be determined based on the Secchi depth scale. In this model, Secchi depths of
1.2, 2.5 and 4.5 corresponds to Eutrophic, Mesotrophic and Oligotrophic lakes. For a
regional lake analysis, mean chlorophyll-a concentrations for eutrophic, mesotrophic and
oligotrophic lakes that correspond to these secchi depths are 15,6 and 2 pg/l

The analyst can provide cither yearly-mean chlorophyll-a data or field data for
cholorphyll-a concentration. For the latier case, the mean chlorophyll-a concentration is

caleulated from the field data by taking their arithmetic mean value. A di

hypolimnion and epilimnion mean concentrations can be obtained for the simulation runs

with the field data.
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A relationship of % difference from mean chlorophyll-a concentration to the month of
vear is well established. Chlorophyll concentration is obtained for each simulation day by
the following formula,

Chla= {1 + (Ratio/100)} * Mean Annual Chlorophyll Concentration.

This relationship is available in file “chla.pat”.
5. Wind

This class represents wind blowing over the surface of the lake. Wind significantly alters
the lake water temperature profile and thus, the sediment temperafure profile. Wind also
causes a shear in ice and snow. Stable ice formation cannot take place with high wind
blowing over it. Wind possesses various attributes like wind coefficient. air temperature,
surface kinetic energy, eic. This class implements TimeChangeListener, LakelListener
and ComponentDriver interface. TimeChangeListener interface allows Wind to keep
track of date and time. LakeListener interface allows Wind 1o obtain a reference to the

present state of the Lake. ComponentDriver interface allows Wind to keep a track of

the objecis that are influenced by wind. Appendix E9 describes effect of wind mixing on

the lake. The method ealcLakeMixing() is responsible for this task.
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Table 3 lists the remaining components of javamodel package of JAMINLAKE
application. It also gives a brief description of each class. Further details on each of these
classes and classes in the other packages of JAMINLAKE are presented in the

JAVADOCS and the application source code.

Table 3. A list of components of javamodel package in JAMINLAKE (Components not

descrnibed above)
'NAME OF THE CLASSES DESCRIPTION
DatalnputOQutput | This interface forces the implementing classes to define
a method to access the input data and to write the
output data of the simulation application. This interface
ensures easy transition of JAMINL AKE from an
ASCII text files (for data storage) to any other type of
database.
FileOperation It implements DatalnputOutput interface and defines
a method to read data from ASCII text files.
ComponeniDrivers This interface forces the implementing class 1o define a
method to communicate a reference of their state to all
their listeners.
mhtm.r This interface forces the implementing class to register
itself with Lake and obtain a reference to the current |
state of the Lake. This interface is used to obtam |
information about Lake, based on simulation scheme.
—_—
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TimeChangeListener This interface forces an implementing class to define a
method to receive information on the change of

simulation date. The TimeChangeListeners are

informed about the simulation date at the start of each

- simulation day.

LayerHeatExchangeListener | This interface ensures that the implementing classes

define a method to supply heat to the layers and thus,

make a provision for additional heat sources.

Depending on the simulation scheme, Minlake object
calls all the classes implementing LayerHeat

ExchangelListener to supply heat to each layer.

Limnion Each lake has several properties common [0 the |
epilimnion and hypolimnion compartments. Thus, each

lake is formed of two limnions (epilimnion and

hypolimnion).

Layer In a stratified lake. state variables have a constant value
in a horizontal layer. Thus, several layers constitute a
lake. The uscrs provide number of layers and
application pﬂfmacnunmcheckmmu:mﬂ

thickness of each layer is below the maximum.

—

| SnowListener This intcrface forces the implementing class 10 register

itself with Snow and obtain a reference to the current

siate of Smow.




leeListener

| This interface forces the implementing class to register

itself with the lce and obtain current reference to its

state.

ChlorophyllEstimator

This interface forces the implementing class to define al

method 1o obtain daily chlorophyll data. Estimator

class implements this interface in JAMINLAKE.

Coefficients

This class holds the value of various coefficients used
in JAMINLAKE. Based on the theory described under
Appendix El, heat input and output at the surface of
the lake is calculated. The  methods
heatlnflux At TheWater Surface() and
henﬂ)urﬂumt’l'hew-lerﬁurﬂm{i are responsible for
this task. Based on the theory described under
Appendix E10, vertical diffusion coefficients are
calculated. A method setVerticalDiffusionCoeff) is
responsible for this task. Diffusion coefficients are
calculated for cach layer and they are estimated at the

interface by taking a harmonic mean.

ModelParams

This class holds the value of the fixed model
parameters. Il stores information like the simulation |
mode: 1) temperature only simulation, 2) temperature

and dissolved oxygen simulation.

]- WindListeners

This imerface forces the implementing class 1o register

—
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i_ itself with the Wind and obtain a reference to the

current state of the Wind.

Date ; It corresponds 1o a particular date and defines methods |

‘ to calculate julian day from a date and vice versa.

‘ ModelParamsListener This interface forces the implementing class to register |

itself with ModelParams and obtain a reference 1o its

current state,




e

5. TESTING THE SYSTEM

FORTAN, a mathematically intensive programming language. is not a hard coded
language. A hard coded language ensures that common programming errors are always
trapped. There are several errors that FORTRAN will not detect during the compilation.
A common programming error that is difficult to diagnose is the array indexing issue. An

atternpt to index an array value outside the array range, retums a “0" value. However, this

error is usually a result of incorrect programming. JAVA on the other hand, does not
allow accessing array clements outside its range. Thus, a redevelopment illustrates any
such attempl of accessing the array outside its range. Some other emrors were also
detected in LAKE36. It is necessary to emphasize that without an atiempt to redevelop
this model. these errors would have remained undetected. JAVA is an extremely hard
coded language that does not allow these kinds of errors to propagate. The errors are
listed below.
1. Precision error:

Typically, FORTAN assumes a 4-byte precision for a real variable. This means

that for a normal 32-bit machine, the precision is only up-to 4 decimal places. The

rest of the digits are garbage and are picked up at random. These incorrect digits

can lead to several problems. One of them is discussed below.

For calculating forced mixing due o wind shear, the kinetic encTgy supplied by

the wind has to be lesser than the total pm:mia! energy 10 lift the mass of the

water from the mixed layer depth to the surface. Potential energy calculations
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require mass of the water between the top of the surface and the mixed layer has
to be calculated. This in tum requires multiplication of density with volume of
water. Volume of a typical lake can be in the range of 107 1o 10' m’. For
calculating mass, volume is multiplied with density. However, if the precision of
density is real 4, then the mass computed might be incorrect. Thus, at least a
precision of real 8 is required. This precision ensures that mass is always

computed correctly. An example is presented to illustrate the importance of

precision in mass balance calculations.

This example is an actual result of one of the simulation runs and is documnented
in Table 4. The first column of Table 4 labels the data presented for each type of
simulation. The second column is a simulation run of JAMINLAKL (JAVA
model) & third column is a simulation run of LAKE36. Potential energy is
calculated using equation 2 and values of volume. depth, thickness, and density of
a layer. Kinetic energy is calculated during simulation and its value is presented
below. The comparison is carried out for cach layer (assuming that it is a mixed
layer). If the kinetic encrgy supplied by the wind to the surface of the lake is less
than the potential energy of the assumed mixed Jayer (to raise the assumed mixed
layer to the surface of the lake) than that layer is indeed a mixed layer. In this
example only the density of the mixed layer is different between the JAVA
MODEL and the FORTRAN MODEL. The difference lies only beyond the third
decimal point. Inspite of such 4 rivial difference in density precision, the

interpretation is significamly altered.



The finite difference formula for calculating potential energy from the mixed
layer depth is given below.
Potential Energy=9.81 *TV(I)*(Z(1+DZ(1y2.0-DCM)*(DENH-DENL) ,  (2)
where
TV(I) - is the volume of the water above the i layer,
Z(1). DZ(I) ~ thickness and depth of i" layer,
DENH. DENL-density of water above & below mixed laver,
DCM - length up o center of the mass of a layer from botiom.
Table 4. An example to illustrate imporiance of precision in mass balance

calculations

JAVA MODEL FORTRAN MODEL

2182784_37500000000000000{21 82784 37500000000000000

& 14000000000000000} 5 14000000000000000

0.59000000000000000 0.58005080000000000]
7 28252251721892000 7 2B252251721882000

QH_QEEBWI 969.99630000000000000

m.aamuﬁﬂmmﬂnﬂl 099 9994

H‘Eﬁﬂ.ﬁ!ﬂﬂﬂm 506282, 69883887200000000

energy .00000000000000000 502650.00000000000000000
i mﬁw;m Potential Energy=HKineétc
E
inference |This layer is not mixed layer ‘Ef:_:f layer is mixed layer
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Thus, precision of the density calculation can lead 1o a change in identifying the
mixed laver. The volume above the mixed layer is uniformly mixed and so the

temperature above it is a volumetric average of the entire water above the mixed

layer. If the mixed layer changes, the lemperature above the mixed layer also

changes altering the temperature profile in the lake.

Mixed mode processing is another source of precision error. By default,
FORTRAN takes a literal numeric variable as a single precision variable unless a
programmer explicitly specifies otherwise. Ina mixed mode operation the result is
always single precision number, unless a particular compiler is instructed to force

all real variables to double precision. LAKE36 had to be changed to make this

cormection.

Surface elevation (ST) is calculated using maximum lake depth (ZMAX) and the
datum for the bottom of the lake (DBL) and Equation 3. Maximum lake depth and

datum are user provided data.

ST = ZMAX + DBL (3)

Maxiimom lake depth is provided as a user input: However, it is recaleulated from

datum and surface elevation of the lake.

ZMAX = ST-DBL 4

This step is unnecessary and it should not alter results. However, it does aiter

results slightly because of the precision effor. The error is not significant in terms

of standard deviation with the field data. but it should still be corrected.
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Array indexing issue:

Sometimes, a code can try to access the value outside the range of an array. Most
programmers have encountered such a condition. FORTRAN behavior under such
conditions depends on the compiler. FORTRAN 90 should not allow outside
range indexing. ANSI F77 does trap the error but allows the execution to
continue. JAVA is designed to throw an exception (lerminating the program and

listing the problem) for such a situation.

A specific example of such an error is presented below. Sediment temperature
profile exists for each lake layer. If a user wants 10 use 10 sediment layers then for
each lake layer 10 sediment layers exist. The sediment temperature profile is used
to determine the heat flux to the lake. The difference between present day’s
sediment temperature profile and yesterday's sediment temperature profile
corresponds to the heat flux transferred to the corresponding lake layer. For ecach
simulation day, yesterday's sediment temperature profile is recorded in the
variable TSOL. It is a double subscript array, one subscript corresponds to the
lake layer and the other corresponds to the sediment layer. The present day’s

sediment temperature is recorded under variable TSN. It is similar in dimension to

TSOL. The following line of code calls the subroutine Bottom in order to
calculate the heat flux to the layer:

CALL BOTTOM (TSO(21,K),TSN(21.K).TZMBOT.JDY)




e

The objective of the above subroutine is 1o establish a difference between the
sediment temperature of previous day’s temperature profile and present day’s
sediment temperature profile corresponding to each layer. However, the index 21
is actually a reference to the sediment corresponding to the next lake layer. For
example, if the code is used for first lake layer then the sediment temperature
corresponding to the second layer supplies the heat flux to it. As this calculation is
incorrect. the above code has to be modified to reflect the lake layer in

consideration. The following code corrects the problem:

CALL BOTTOM (TSO{1,K), TSN(1.K) T2MBOT JOY)

3. Simulation time érror:
LAKE36 carries out the simulation from the starting simulation day to the end of
the month of the final simulation day. However, because the user specifies the
specific simulation dates for start and end. the program should be corrected to
reflect that. A simple modification inserted in the original program. solves this

problem. The following lines of code, : certed at the start of the loop for each day

calculation, solves the problem:

IF {MTEAR.EQ.HEAMD.MBHTHEG.FWH} THEN
KDAYS = FDAY
END IF

4. Logic issue

Originally LAKE36 carried out computation in the following sequence. First lake

profile was established. Corresponding 10 each lake layer. sediment layers were
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constructed. Thus, sediment temperature profile formed a double subscript array

TSOL [lake layers]|sediment layers].

After establishing sediment temperature profile, a thickness check for the lake
lavers was carried out. If the thickness was greater than maximum permissible
thickness. then the layer was split into two identical layers and thus, increased the

total number of layers in the lake. However, the original application did not

increase the corresponding number of sediment layers.

Thus. when a value of the array element corresponding to the lake-sediment
interface (TSOL [maximum old lake layers + 1][sediment layers]) was requested,
LAKE36 returned a zero value. The retumed value was incorrect. The correct

return value was the temperature corresponding to the bottom of the lake layer.

This mistake was corrected by performing layer thickness check before setting up
the initial sediment temperature profile. This modification was simple using

JAVA. However, it was complicated using FORTAN.

5. Statistics package issue

There was a minor error in the way statistical calculations were carried out in
LAKE36. LAKE36 assumed that the maximum field depth supplied by the user
was the maximum depth of the lake. The statistical calculations produced

incorrect results because of this assumption. In LAKE36, the statistical
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calculations always performed interpolations of field depths. The application was

modified and logic for extrapolating under extreme conditions was incorporated.

6. Test condition 1ssué:
A test condition was introduced in LAKE36 for models that do not run for the
complete year. On march 1%, every year, the lake temperature profile was reset to
4°C, However, for year round simulation models this resel should not be done.
Because of a mistake in programming, the simulation conditions were reset every
first day of March. To eliminate this occurrence, the portion of the code

corresponding to the reset conditions was deleted.

{123
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6. RESULTS AND DISCUSSION

Several simulation runs were carried out using JAMINLAKE & LAKE36. LAKE36 was

significantly altered during the testing phase. Several simulation runs were carried out for

cach significant correction. The important corrections in LAKE3}6 were the array
indexing and the logic correction. The comparisons were performed to determine the

correction that had the greatest effect on the results.

| Two distinet types of simulation results were used for comparison; 1) Simulation results
with the field data, and 2) Simulation results without the field data. This differentiation
was implemented to illustrate the identical simulation results for JAMINLAKE and
LAKE36 even under different simulation conditions. Results of JAMINLAKE were

compared with the results of several testing stages of LAKE36. A comparison of
JAMINLAKE with LAKE36 (after corrections) was included to verify correctness of the
re-engineered application JAMINLAKE. A comparison of JAMINLAKE with LAKE36
(before corrections) was included to show & difference in resulis of JAMINLAKE
simulation with the original LAKE36 (with errors). A comparison of JAMINLAKE with

LAKE36 (before logic correction) was included to estimate the effect of logic issue on

the simulation results. Similarly, a comparison of JAMINLAKE with LAKE36 (before

array indexing issue correction) was included to estimate the effect of array indexing

issue on the simulation results. For the simulation results containing the field data, a

comparison of JAMINLAKE with field data. LAKE36 (after corrections) with field data,




and LAKE36 (before corrections) with field data was incleded to show the effect of

lesting/corrections on the simulation results.

In this section, comparison of five data sets is presented. Each data set consists of lake
geometry, simulation data (user input data) and result comparison. The user input data is
important in identifying the lake being simulated and conditions for simulation. The
actual input files are very large, the data are repetitive and the file structure is
complicated. Thus, only a sample input file is provided in the Appendix B instead of
providing an input data file for each data set. The field data. initial lake data and some
other parameters are required to run the simulation application. However, they do not
constitute important input information. Such information is omitied in the sample input
file. The first data set is for the Cedar Lake. Each HTML page used for simulation of data

set | is displayed in Appendix D. This is an example of typical simulation procedure.

mfﬂmpmimunfrﬂmuhbascdmwmufmnm3

1. Mean Error: Mean error is simply a difference of observed value (value in either

Lake36 or modified Lake36) and predicted value (JAMINLAKE calculations). It

sums all the differences and divides it by the number of data used for comparison.

ilar 10 Mean Error

b

Mean Absolute Error: Mean Absolute error computation is sim

computation. However., it uses absolute eTror value instead of normal error value.

3. Root Mean Square Error (RMS): The RMS error computes sum of squared errors,

takes the square root of the result and divides it by the number of data.
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4. Maximum Absolute Error; Maximum absolute error caleulates the maximum

absolute error between observed and predicted values.

n

Slope: A least square analysis is carried out and the slope of the regression line 15
calculated.

6. Regression coefficient: A least square analysis is carried out and regression
coefficient is calculated.

7. Standard Deviation: Standard deviation around the mean is calculated.

In this simulation model, a user specifies the number of layers in the lake. However, if
the thickness the layer turns out greater than the critical thickness then the layer is split
into two equal parts. This action increases the total number of layers used for simulation.
The original number of layers provided by the user is presented in the input data. The
number of layers actually used in simulation is gathered from the output data file. This
number is presented at the end of input data for each comparison data set. If the actual
number of layers used in the model is greater than the user supplied number of layers,
then the split subroutine is invoked for that simulation. And so the logic error should

exist
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b.1.

6.1.1.

Each line has area, depth and volume relation. This data set contains field data. This is an

DataSet 1:

Area.sdf

actual lake.

m o m

00 00 0.0

0.1 259000.0 12950.0

0.9

1.7

32

4.7

6.1.2.
Simulation for lake : Cedar, for user : t'angxu@hal.],mw.e&u
Meteorological data file name MNMINNE0

Simulation Start Date

13315000  649150.0
24040000 21433500
2842000.0  6077850.0

3280000.0 1.066935E7

Input Data (inputNames.ini)

4 16 1980

Simulation End Date 10 12 1993

MNumber of Lavers 16.0

Maximum Lake Depth 4.7

Initial Lake Stage (w.r.t datum)

bw (Light Attenuation Coefficient for water)

Mew (Light Attenuation CoefTicient for chlorophy i)

Summer Shelter Coefficient



Fall Shelter Coefficient 0.7

Sheliering Coeflicient 1.0
Maximum Snow/lce ratio 1.0

Thermal Diffusivity 0.035 m'/d
Heat Capacity , 550.0 keal/m’C
Compaction Factor 4

lee conductivity 26 cw*C'/m
Snow conductivity 027 ‘cw/C

ay

Turbulent Heat Coefficient 1135 keal/m /&™C

Critical Depth 0.1 m
ICE

Absorption coefTficient 0.17
Reflection Coelficient 0.55
Allenuation coefficient 1.6
SNOW

Absorption coefficient 0.34
Reflection Coeflicient 0.8
Attenuation coefficient 40.0
Intial ice thickness 00 m
Intial snow thickness 00 m

Simulation mode : temperature and DO

Number of layers actually used for simulation 15

h'-'l'll't the layers were nol :.1.'I|il-
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6.1.3. Result Comparison:
Table 5 lists the results for data set 1. The first column is the name of the parameter used
o carry out the comparison. The second, third, fourth and fifth column are comparisons
of JAMINLAKE and LAKE36 at different stages of correction. The gsixth, seventh and
eighth column are comparisons of JAMINLAKE, LAKE36 (after all corrections) and

LAKE36 (before all correction) simulation results with the field data.

Table 5. Result comparisons for data set 1.

% £ L= E é Z E
= g 5 5 |- 2 .
- = B K % =
3 3 Ble B|f 8|5 |3 |g @
- o @ |8 2 prile i k. e & |
= ] z u it ] "o & gl o B E
2 2 § |4 s|£ =|8 E|= 5 le £
: £ E T BlE B|E g% 9 | B
£ 1§ 5 |5 §/§ 3|8 /8 [3 |3 s
Mean Error | 2.506E-5 000187 | 2.506E-5 | -0.0061 | - - -
Mean Abs | 2.506E-5 | 0.01596 | 2.506E-5 | 0.01213 | - :
Eror
Root Mean | 1.659E4 | 0.09902 | 1.659E-4 | 0.06520 |- 3 1
Error
Max. 0.001 221399 | 0.001 00000 | 5.96661 | -5.97 | -5.87
Absolute
Error
Slope 1.00000 D024 | 1.00000 | 0.99764 | 0.88894 0.89 | 0.9
Regression | 0.99999 099694 | 0.99999 | 0.997T1 pR9475 | 0.89 |09
coefficient
Standard 6.6T4E-4 0.49604 | 6.674E-4 | 042780 70844 | 1.T1 | 1.68
deviation
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62. DataSet

6.2.1. Areasdf

This data set contains field data, however, this is not an actual lake and nor is the field
data real. Hence, only a comparison of JAMINLAKE with Lake36 and other versions is
presented.

m o m

00 00 (.0

0.5 G7337.0 24334 .25
1.0 204956.0 999075
1.5 3390570 235910.75
20 5061570 44721425
25 7143770 75234775
30 9738340 11744005
15  1297138.0 1742143.5

4.0 1 700000.0 2491428.0

Simulation for lake: huang20, for user: fangxu@hal.lamar.edu
Meteorological data file name MNDULUSS

Simulation Start Date 4 16 1986

Simulation End Date 10 16 199

Number of Layers 28

Maximum Lake Depth  14.600000381466727 m

Initial Lake Stage (w.r.t datum) 637.0m
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pw (Light Attenuation Coeflicient for water)

wew (Light Antenuation Coefficient for chlorophyll) 20.0

Summer Shehter Coefficient  0.01

Fall Sheher Coefhoent

Sheltering Coefficient

0,01

1.0

Maximum Snow/lce ratio 1.0

Thermal Diffusivity 0.035 m’/day

Heat Capacity 550.0 kcal/m'/c

Compaction Factor
lee conductivity

Snow conductivity

larbulent Heat Coefficient

Critical Depth

ICE:

Absorption coefficient

Reflection Coeflicient

Altenuation coeflicient
SNOW:

Absorption coefficient
Reflection Coefficient

Attenuation coefficiem

Intial ice thickness 0.0

0.3

16 ewl °C'/m’

0.27 e.wf "L Yo

0.1 m

0.17
0.55

0.16

0.4
08
40.0

m

Intial snow thickness 0.0 m

110
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Initial lake conditions and field data are not provided here.

Simulation mode: Temperature and DO

Number of layers actually used for simulation is 28. This is same as the user specified.

hence the layers were not split.
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6.2.3. Result companson:
Table 6 lists the results for data set 2. The first column is the name of the parameter used

1o carry out the comparison, The second, third, fourth and fifth column are comparisons

of Jaminlake and LAKE36 at different stages of correction.

Table 6. Result comparisons for data set 2.

3 s 3 5 1 4

g 2 - ;T

E 3 g __3; E % 8 'E 7
= 4 4 3 4 2 4 7
- £ E i 3 § =2 g E =
§ C e € § 310 e - HETR -
z g S § 3 - E 2§
Mean Error | 5.638E-5 0044 5.817E-5 -0.,0260
Mean Abs | 5.638E-5 00631 5.817E-5 0.0379

Error

Root Mean | 2.4652E-4 0.248 2.502E4 0.1593

Error

Max. 0.001 §.907 0.006 6.853
Absolute

Error

| Slope 1.00000 | 0833 0.99999 T 01041
Regression | 0.99999 097276 0.99999 0.98999
coefhcient

| Standard 6. 660E-4 0.9489 7.565E-4 0.57496
deviation
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6.3. Dataset 3:

6.3.1. Arcasdl

Each line has area, depth and volume relation. This data set contains field data. This is an

actual lake

1 ]
m m m
L) 0.0 0.0
2.b 2306000 2090000
5.6 1 21000.0 2459000
B.6 463000.0 1121900.0
11.6 6490000 FTRODN0.0

13.6  786000.0 4224900.0

146  921000.0 SOTEA00.0

6.3.2. Input data (inputNames.ini)

Simulation for lake : Fish, for user : flﬂi"“i'.ﬁ.'hﬁl-lﬂ“w'“‘i“

Meteorological data file name MNMINNBO

Smulation Start Date 111980

Simulation End Date 9 24 1992

Number of Layers 29.0

Maximum Lake Depth 146 m

Initial Lake Stage (w.r.t datum) 2000 m

ww (Light Attenuation Coefficient for water) 12

Mo (Light Attenuation Coefficient for chlorophyll) 20.0

113

1im

lim




summer Shelter CoefTicient

Fall Shelter Coetlicient
Sheltering Coeflicient
Maximum Snow/lce mbo
Thermal Diffusivity

Heat Capacity

Compaction Factor

lee conductivity

Snow conductivity
Turbulent Heat CoefTicient

Critical Depth

ICE:
Absorption coefficient
Reflection Coefficient

Attenuation coelficient

SNOW:
Absorption coefficient
Reflection Coefficient

Attenuation coefficient

Intial ice thickness

5£30.0

11.35

0.1

.0

0.2

1.0

1.0

0.035 m'/day
kcal/m’°C
0.3

W) 'Clim”
ewl °Cim™
kcal/m/sC

m

0.17
0.53

1.6

(.34
0.8

40.0

m
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Intial snow thickness 0.0 m

Simulation mode: Temperature and DO

Number of layers actually used for simulation is 29. This 1s same as the user specified,

hence the lavers were not split

15




6.3.3. Result comparison:

Tahle 7 lists the results for data set 3. The first column is the name of the parameter used

to carry out the comparison. The second, third, fourth and fifth column are compansons

of Jaminlake and LAKE36 at different stages of correction. The sixth, seventh and eighth

column are comparisons of JAMINLAKE,

(before all correction) simulation results with the field data.

Table 7. Result comparisons for data set 3.

LAKE36 (after all corrections) and LAKE36

B
ey 3 8
-4 o 2|%d E o a g =
° T 2|3 B | = e
- S % E & 8 % 7 | = : 3
E u womwcily 2 e 219 = [§ 3
- & o an B L 1) = g
: f gpEngle g s EIE |4 |§ B
= § & |8 5|8 2 |§ 5(* L 00
Mean Err. | 2.6078E-5 | D.00481 | -1.4453E-5 | 0.01232 |- : .
Wiean Abs | 3.6078E-5 | 0.02848 | -1.6229E-5 | 0.02082 |- :
Errar
Root Mean | 1.6565E-4 | 0.16761 | 0.00163 0.11948 |- F .
_
Max. Abs 0.001 0079 & 46699 9.134 10.1519 | 10,15 | 10.01
Error
Slope 0.99995 100670 | 0.99938 00147 | 097258 | 0.97 | 0.95
Regression | 0.99909 008188 | 0.99863 008809 | 0.73223 |0.73 | 072
coefficient
Sondad TeoooEa [ogee [02977 | 070371 306510 [ 3.07 | 3.13
deviation
4
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6.4. Dutasct 4:

6.4.1

Each line has area, depth and volume relation. This data set contains field data. This is an

Arcasdt

actual lake

m 111: lll-;
0.0 0.0 0.0
06 4618.06
16 £393.25
26 1159698
36 1433047
46 1769185
5.6 2035343
6.6 23980 B2
1.6 27629.57
8.6 3329591
96 3993384
106 47188.8]
1.6 5300531
126 58557.78
13.6 6248764
146 66156.58
642,

Simulation for lake : wu28, for user : fang

1385.418
7891.073

| TBB6. 188
30849913
46861.073
65883.713
88055.338
113865.033
144327.773
180942 648
224503 973
274601.033
330382.578
190905288

455227.398

Input data (inputNames.ini)

w.;.,_;‘hal.lmmr.r:du
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Meteorological data file name MNDULUS6

Simulation Stan Date 1 1 1986
Simulation End Date 1016 1992
Number of Layers 280

Maximum Lake Depth 146 m

Initial Lake Stage {w.r.1 datum) 6370 m
ww (Light Attenuation Coefficient for water) 0.44

ey (Light Attenuation Coefficient for chlorophyll) 20.0

Summer Sheler Coefficient 0.01

Fall Shelter Coefficient 0.01
Sheltering Coefficient 1.0

Maximum Snow/lce ratio 1.0

Thermal Diffusivity 0,035 ml/day
Heat Capacity §50.0 keal/m'/°C
Compaction Factor 0.3

Ice conductivity 26 cw o"m"
Snow conductivity 027 ew °CYm’

Turbulent Heat Coefficiemt  11.35 kecal/m/s™C

Critical Depth 01 m
ICE:

Absorption coeflicient 017
Reflection Coefficient 0.55
Anenuation coefTicient 1.6

1im

1/m
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SNOW:

Absorption coefficient 0.34
Reflection CoefTicient 0.8
Attenuation coefficient 40.0
Intial ice thickness 0.0 m
Intial snow thickness 0.0 m

Simulation mode: Temperature and DO
Number of layers actually used for simulation is 20, This is not the same as the user

specified and hence the layers were split in this case.
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6.4.3. Result comparison:

Table & lists the results for data set 4. The first column is the name of the parameter used

to carry out the comparison. The second. third, fourth and fifth column are comparisons

of Jaminlake and LAKE36 at different stages of correction. The sixth, seventh and eighth

column are comparisons of JAMINLAKE, LAKE36 (after all corrections) and LAKE3G

{before all correction) simulation results with the field data.

Table 8. Result comparisons for data set 4.

2
'E =]
0= ]
: o | E E - .'.E; E E
5 i E 3 5 = = =
7] & | o ]
8 = 1 t|= i L 3 ¢ -
E =d = B -HRRETLE W Sk ! [ E =
z s 'FilglsEsiiRLsIHELS “ i
o g - - = - = - E "= W0 o -
8 _E D E 'E b = = 'E y '"L 1__'_{
RN N
= E | 2|8 2|5 §/2 |3 [° @
Mean Err | 5.4748E-5 | -0.00979 | -0.00469 | - ; . :
0.01322
Mean Abs. | 5.4748E-5 | 0.03477 | 0.00471 0.01984 -
Error
Root Mean | 2.4214E4 | 014974 | 0.02586 | 0.09044 | - 3 .
Ermor
Max Abs. | 0.001 13732 | 4.64400 | 5.07 9.4625 | 9.46 809
Ermr
Slope 500990 | 099578 | 0.99567 | 1.00849 0.97021 | 0.97 0.98
Regression | 0.99999 97707 | 099668 0.00406 | 0.88921 | 0.89 .94
coefficient
Standard 6 T24E-4 | 0.86125 | 032763 040361 | 1.74384 | 1.74 130
deviation
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6.5. Dataset 5;

6.5.1.

Each line has area, depth and volume relation. This data set contains field data. This is

Area sdi

not an actual lake and so no comparison with the field data is provided.

m m: m"

00 00 0.0

05 97337.0 24334.25
1.0 2049560 09007.5
1.5 3390570 23591075
20 5061570 447214 .25
2.5 T14377.0 752347.75
1.0  973834.0 1174400.5
3.5 1297138.0 1742143.5
4.0 1 00000, 0 2491428.0

6.5.2. Input data (inputNames.ini)

Simulation for lake : lake0S, for user : fangxu@ha

Meteorological data file name MNDULUS6I

Simulation Start Date 111961
Simulation End Date 231 1978
Number of Layers 280

Maximum Lake Depth 40 m

Initial Lake Stage ( w.rt datum) 2040 m

Mw {Light Anenuation Coefficient for water)

| lamar.edu

0.62




ucy (Light Attenuation Coefficient for chlorophyll)

Summer Sheher Coefficient

Fall Sheher Coefhewent

Sheltering Coefficient

Maximum Snow/lce ratio

Thermal Diffusivity
Heat Capacity
Compaction Factor
loe conductivity

Snow conductivity

lurbulent Heai Coeflicient

Critical Depth

ICE:

Absorption coefTicient
Reflection Coefficient

Atlenuation coeflicient
SNOW:

Absorption coefficient
Reflection Coefficient

Attenuation coefficient
Intial ice thickness

Intial snow thickness

550.0

027

11.35

0.1

0.0

0.0

0.5

0.5

1.0

1.0

0.035 m’/day
keal/m'/°C

03

kcal/m/s™C

m

0.34
0.8
40.0

m

Simulation mode: Temperature and DO

200

1'm




This lake does not have a field data. It is a simulation model of a lake without any field

data

Number of lavers actually used for simulation is 28. This is same as the user specified.

hence the layers were not spliL
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6.5.3. Result comparison:

Table 9 lists the results for data set 5. The first column is the name of the parameter used
to carry out the comparison. The second, third, fourth and fifth column are comparisons
of Jaminlake and LAKE36 at different stages of correction. The sixth, seventh and eighth
column are comparisons of JAMINLAKE, LAKE36 (after all corrections) and LAKE36
(before all correction) simulation results with the field data.

Table 9. Result comparisons for data set 5.

L = ] )

3 i 3 i 3

% = %@ B o 2 @ @
i w8 | -2 w E" & E
3 : B E: - :
> 5 ¢ 3 Ldguls g og
4 £ 3 z £ g 3 Z ® O
£ 5 3 = & da 2 R E-TE A
i x5 = X o |5 O < T 3
Mean Error | 2.642E-5 10.00569 7 642E-3 000984
Mean Abs | 2.642E-5 0.02849 2.642E-5 0.02833
Error i
Root Mean | 1.652E-4 0.16634 1.652E-4 0.16875
Error
Max. 0.001 79,053 0.001 12.718
Absolute
Emor

| Slope 1.00000 1.00044 100000 0.99593
| Regression | 0.99999 0.98581 0.99999 0.98924
coefficient
(Standard | 6.6642E-4 0.88606 5.6642E4 077138
d:\'in‘[iﬂn
H4 124




6.6, COMPARISON OF CONTOUR OUTPUT DISPLAY OF ML2DPLOTI AND

SURFER:

Figure 25 is a contour display for data set 1 (Cedar Lake) year 1981. The file
MNMINNS | tep is plotted using ML2DPLOTI application. Figure 26 is an output of the
same file rearranged and renamed as MNMINNE1 sur. LakeFileWriter can also generate
an output in XY Z format. The files ereated with XYZ format have an extension of “sur”.

Figure 26 is a screen capture of Surfer™ output. The two figures presented below show a

visual comparison between the contour display by ML2DPLOT1 and Surfer™.

—mmemmsﬂm

Temperamure Contours (£ | 'lli‘l ]

1rhp|rn.n1::mrhi.u'l|;l:!11ﬂﬂ

3 3 “X i
Figure 25. Display of AMNMINNS L tep (temperature output file) using ML2DPLOTI;

First dataset (Cedar Lake) for year 1981.




-1.00

-2.00

.am

4 00

-5.00

Figure 26. Display of MNMINNS1.tep (temperature outpit file) using Surfie

50.00

oot

5 gligll 8| ei8s

3 T 8|8 882
288z 8 B S
s 28g 8§ 88 2

100.00 150.00 200.00 250.00

dataset (Cedar Lake) for year 1981.
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6.7. DISCUSSION OF RESULTS:

A comparison of JAMINLAKE and LAKE36 (after corrections) indicates a very close
match. The maximum error observed is 0.001°C. This error exists because of technology
or machine limitations and not because of the difference in the model. There is an
inherent difference in formatting of numbers for FORTRAN and JAVA.

A total of five data sets were compared to show the identical simulation results of

ons. Several categories of lakes were simulated and

lake, and

JAMINLAKE and LAKE36 applicati

the results were compared. The categories included; 1) shallow lake, 2) 2 deep

1) lake without filed data. Two data sets of shallow lakes, two data sets of deep lakes and

one data set of lake without field data were used for simulation. However, the second

data sel was not a real lake and thus, comparison with the field data was nol included in

the results.

match of JAMINLAKE and LAKE36 (after all the
for JAMINLAKE and

For all the data sets, a very close

corrections) is observed. However, 2 discrepancy is observed

LAKE36 (before corrections). The cOmparison shows that the biggest effect for this

variation can be attributed to the array indexing issue.

dauﬂmmﬂmfunmﬂmsﬂruﬂlhﬂmidmﬁﬂlnh

eld dota at the largest deviation of

A comparison using field
similarity exists because of the absence of fi
i« from the LAKE36 (before correc

fions) simulation

JAMINLAKE simulation resul
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results. If the field data were available at the specific location of maximum absolute error
(between JAMINLAKE and LAKE36 — before corrections), then a comparison using

field data would show a significant error.

The error related to the logic issue is observed in dataset 4. As expected, for all other data
sets very minor (if any) error is observed. Summary of data includes user-supplied
number of layers and number of layers actually used in the model. The logic issue is

observed only when these two numbers (of layers) are different.

A “Compare Files” wility tool was developed in JAVA and it compares any two
ASCIVEBCDIC files. It reads both the files word-by-word and tries converting it 1o a
number. Then the corresponding numbers are compared. Any efror exceeding 0.001.
between the corresponding numbers in the two files, is reported. Using this tool, the

output files were compared and all the errors were found smaller than 0.001.

A visual comparison of ML2DPLOT1 and SURFER™ suggests that the trend developed
in ML2DPLOT] is accurate. However, both contours are not identical because of the
difference in the plotting technique. ML2DPLOTI has some disadvantages compared 10
SURFER™. SURFER™ provides several gridding techniques. It is faster than
ML2DPLOTI. It also produces smoother contours by implementing smoothing
algorithms. On the other hand, ML2DPLOTI possesses several advantages Over

SURFER™. ML2DPLOT] is tailored to & specific application. It is accessible on the
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internet. With very few modifications, this application could also be used for producing

contours from any user-supplied data values.
A single overturn in the lake during the initial months of the vear is visible in the figures

25 and 26. This phenomenon is described under Section 2.1. The lake gets almost

completely mixed and hence the lake modeled is holomictic and monomictic.
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7. CONCLUSION AND RECOMMENDATIONS

The following goals have been accomplished in this research:
1. LAKE36 is available on the nternet.
3 MINLAKE is re-engineered as JAMINLAKE using JAVA as an object oriented
programming application.
3. The proof of principle for the hybrid concept used for complex engineering or

ecological modeling is demonstrated in this research.

JAMINLAKE is an object-oriented application that is built on the hybrid concept. It can
be systematically modified to incorporate additional heat supplying objects. simulation
variables, simulation techniques, lake models, statistical caleulations and lake treatment
components. It can be modified 1o run entirely in the client’s browser. JAVA is an

interpreted language and so this modification could render it slower. This may become

Minor errors in programming are often overlooked, especially if the field data closely fits

the simulation results. Sometimes such efrors could produce better result. So a thorough
check of source code is very essential. Redeveloping [ AKE36 as JAMINLAKE not only
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JAVA is an excellent tool for creating reusable objects. However, it is inherently slow for

repeated creation of instances of an object. For example, if a huge data set of points has
io be maintained then an Array of x, y and z values can be accessed a lot faster than
JAVA objects like Vectors that hold each point. However, JAVA objects provide a lot of

other facilities like synchronization, dynamic size and reusability.

FORTRAN is not a hard coded language and it allows execution of programs containing
ceriain types of errors. Thus, it could provide incorrect simulation results. The analyst has

o be extremely careful in developing application using FORTRAN.

Future efforts could alter the model to include all the state varigbles of a lake and
, establish the lake water quality. This model can also be used to incorporate lake water

treatment technigues and estimate the effects of treatment techniques on water quality of

a lake. This model can also be used for fish habitat projection.

The present commercial simulation and modeling applications &r client-side
applications. The hybrid concept and online simulation applications can facilitale a more
useful 100l to run the simulation applications. Instead of limiting & user 10 purchase
expensive simulation applications, the companies can charge them per usage over the

Internet. This simulation application is the first step towards achieving this goal.
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INFLOW CONTROL METHODS

- a o of i
o Detention ponds utilizing macrophytes
I0 remove nurients
o Wetland filtration of nutrients
o Seepage Trenches

WATERSHED CONTROL METHODS
*  Agriculiure

o Animal wasie conlamination
o Animal wasie management
o Waste storage pond

e Wasie trestment lagoons

ikl

' &  Filier strips
o Aluminum oxide columns s Lirban 2341
o Aluminum sludge o Product and use medifications 1o
o Ferric aluminum blocks reduce nuri:yu
o Ferric iron treatment plant o Strect Sweeping
* Sediment Removal o Lse of porous concrete
o Sediment retention basins *  Lake anmad
o Perimeter road sediment traps & Diversion
*  Stomm-waler o (Greenbelts _
o  Aluminum sludge treatment o Perimeter road sediment fraps
o Detention and storage o Regrade shore banks 1iss
o Sewage overflow elimination o Share erosion prosection stabilization
o Underground filtration »  Regulatory control
o Wetland filiration o Boating rq._ruli'lms
* Wastewater o Conservalion u;eyn:ms 4
2o Central sewerage - thlml of regulation remo
o Evapo-transpiration bed o Erosion control m!mnwtnf
o Cirey water management o Improve enforcement existing
o Mound systems regulstion |
o Sand filter o Pupuli‘.lﬂnduuny contra
o Septic tank systems o Saitarycodes
o Tertiary treatment o Shoreland Fﬂnﬂ.ﬂ_ﬂ-n‘dlm
o Wastewater modification o Subdivision regulations
o Wetlond conservancy auing
o Zoning controls
_INLAKE CONTROL METHODS ; ,
Lake Deepening Sediment Nujrient Inagtivation
*  Sediment Removal +  Chemical _
o Dredg W II}pnl_ﬂl - -
o Esavaioa o Hypolimnetic oxygenition
. . Rt | a Alumaimam irpeclion lﬂ“‘ sediment
o Aeration o Aluminum floc layermg
3 ash layerng
& Nitrogen addition o by
&  Hydro gen peraxide adaition | o I“rﬂ treatment plant sludge
o Omneakitics = = Bl i, vinyl and synhetic liners
O Proprietary Onganism addition N mmmu layering
Ll o Sand lavering
Watter column nutrient inactivation Magrophvie I :
o Aluminum treatment : w’""“ HE e

o Potassium aluminum sul fute
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o Ferric chlonde
o  Jirconimm
s Lamthamam
Water ¢olumn mismg
5 AT
o Waber pet
Bigbogical Progess treatment
o Copper sulisic
o Cuprose
=] L Ui
Nurient pulflow accleration
o Sebective discharge
o Flushmg dilation
o  Hyvpolmnetic withdrawal

oo0o0ODO0O0O0O0CO0ODDOCO0OO0CO0DO0COD

" Bottom barriers

Shades

[vves

Fish predation
Shellfish

Insects

Dhisease ongansms
Competitive plants
Hydraulic dredging
Diver dredging
Manual harvesting
Use of rotovabor
Shallow water tillage
Derawedonam

Fish

Pesticides

144




APPENDIX B — Sample input file

Input file used for first data set:

Simulation for lake © huang20, for user : fangxuf@hal lamar.edu
MNDULUBE

12 1

4 16 1986 10 16 1992

I8 14.600000381469727 637.0

044 2000

001 0.0

10 1.0

0035 550.0

03 2.6 027 11.35 0.1

017 0.55 1.6 0.34 0.8 400

0.0 0.0

0,025 0.050 0.100 0,200 0.600 1,000 1.590 2.180 2.770 3.360
3950 4.550 5.140 5.730 6.320 6.910 7.500 8.090 B6ED 9270
9.860 10.450 11.050 11,640 12230 12820 13.410 14.000
400 4.00 4.00 4.00 4.00 4.00 4.00 4,00 4,00 4.00

400 4.00 4.00 4.00 4.00 4.00 4,00 4.00 4.00 4.00

4.00 4.00 4.00 4,00 4.00 4.00 4.00 4.00

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

00 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020

00020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 00020
00020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020 0.0020
|

0.0 00 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 00 0.0 00 0.0 0.0 0.0 0.0

8505050505 05050503505

0.5 0.5 05 05050505050505

0.5 05 05 0505 0505035

100 10.0 10.0 100 100 10.0 10.0 100 10.0 100

10.0 10.0 10.0 10.0 10.0 10.0 10.0 100 10.0 100

10.0 10.0 10.0 10.0 10.0 10.0 10.0 100

0] 04 0 946

1020

4 3
1986 2
428 513
1967 |
13
1988 1

213
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DDDlZ 5.5 4 00012 00012

O Y 00068 OO0

1 9 | 2R |9EBS&

0 1.0 2.0

120 11.9 10.0

K 1072 109

£ B L |!\, !-.Jﬂp_‘.

120019 100

SR 102 109

4

F2 113 1987

01030
022033
1.0 146 1.2

id 2013 1983

0.0 1.0 0
LE2031)

Mn4e112

omhl2
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APPENDIX C — Sample output file

Output data set for the first month of the first simulation year of the first data set:

The first line gives month ofﬂ::}nm.suﬂ&aynfﬂtmmﬂnmmhmurduysin&:
month, vear of simulation and number of layers. The first set of data in the first 3 lines
(28 elements equal to the number of layers) is the value of depth of each layer. The next

sets are temperature at each day starting form the first day and with an interval of | day.

416 15 1986 28

010 056 113 275 600 1.047 1.590 2180 2770 3360
1081 4.548 S5.040 5.730 6320 6910 7.500 8.090 8.680 9270
9860 10.453 11.047 11,640 12.230 12,820 13.410 14.153
S145 5145 5.145 5045 5.145 5145 5145 5145 5145 4,604
1490 4411 4345 4296 4255 4230 4213 4213 4213 4213
4213 4213 4213 4213 4212 4213 4213 4213

S111 5111 $111 S.031 SHi1 S0 %11 Sl sa il
S111 5011 5111 4540 4479 4433 4408 4408 4408 4.408
4408 4408 4408 4408 4.408 4408 4408 4408

5420 5420 5420 5420 5429 5429 3429 54N $470 5429
5429 5420 5429 4876 4714 4.630 4500 4590 4590 4.590
4590 4,590 4500 4.590 4590 4590 4590 4.590

6093 6.093 6093 6.003 6093 6003 6.093 6093 609 6.093
6093 6.093 6097 5.186 4964 484 4777 47T 47T 4T
4771 4771 4771 4771 4T 4771 ATTI 4771

SH0D 5820 SEI0 5820 5820 5820 5820 5820 SN 5.820
5420 5420 SE20 5537 5210 5056 4964 4946 4946 4.046
4946 4046 4946 4946 4946 4946 4946 4946

6078 6078 6078 6.078 6.078 6078 6078 6078 6078 6.078
6078 6078 6078 5809 5508 5319 5.19 5 |40 5.137 5437
5137 $.037 S.037 S$.137 5.137 5137 5037 5.137

6931 6931 6931 6931 6931 6931 6931 693! 6931 6.667
655 6450 6332 6079 S.781 5571 5425 5342 53 5324
5324 5324 5324 5324 5324 5324 534 534

9291 9293 0203 9203 9293 9293 9.9 7763 7.530 7204
g-m 6797 6594 6319 6018 5.795 5.535“? :ifz 5502 5500
5502 5502 5502 $.502 5501 5502 35

9087 0087 9.087 9.087 9.087 9.087 9.087 $.367 7.857 ‘.rﬂ;
7214 6990 6756 6476 6.185 5960 5799 5684 5662 5
5.662 5662 5662 5662 5.662 5662 5662 5.662 i
1256 7256 7256 7256 1256 7256 756 1256 72% 7 |
1256 7256 1256 7256 6363 6.134 5.:!: ;ﬁﬁ: sm21 58
5821 5821 5821 5821 &2 SA 5. .
8499 8499 !_-lg!li 5499 8490 3499 8032 7880 7.736 }::;
;.m 7514 7438 7295 6679 6335 gﬁ f‘m S982 O
982 5982 5082 5081 S082 5982 O a

8495 8495 8495 im §.495 8495 8.495 8258 807 lﬁ':
1803 7695 7578 7367 6860 6.505 6.306 6187 6.131

6.131 6131 6131 6131 6131 &131 6131 6131




B.263
B.O2ZE
6277
11.123
£.495
6.436
9.401
.79
6.578

8263 £263 B263 £263 5263 8263 8263 B26) 8.263
7881 1.721 7469 7.023 6671 6459 6336 6277 6177
6277 6277 6277 6277 6277 6277 6271

1123 10123 11123 11,123 9935 9470 9.163 893) BT
§218 7.000 7687 7.251 6890 6655 6.519 644 6436
6436 6436 6436 6436 6436 6436 6436

9401 9401 9401 9401 9.401 9.401 9401 9.401 0.025
£436 B.156 7.820 7402 7.46 6.B05 6663 6584 6. 578
6578 6578 6578 6578 6578 6578 6578
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APPENDIX D — SCREEN CAPTURES & STEP-BY-STEF SIMULATION OF

DATA SET 1 - CEDAR LAKE

Figure 27. Simulation of @ new lake — first screen
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Figure 29, Basic Lake Information Page; This HTML

title of simulation, name ©

ﬁ:dlﬂﬂ!ﬁtﬂﬂ'tﬂdﬂﬁﬂlﬂ:

¢ he lake and the state in which this lake is located




Figure 30. Select the city nearest o the lake: This HTML page allows the user to select

ﬂ“:inrimwﬂd!ﬂlhiﬂi!m
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i the user o
Figure 31.mmmmmmmwmmﬁmaﬂm

. i be obtained.
mlﬂtﬂwnmnuﬂmrﬂaﬁmﬁnmmnmaﬂmlmm
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Figure 32. Chus:nw:uﬂ:ermimdlwlmmmm simply displays |

simulation parameters chosen.
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page allows the user t provide the
elevation of the lake above

Figure 33. Lake Geometry HTML Page; This HTML

surface area of the lake, maximum depth of the ksl (0
the mean sea level.
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Figure 34
. Lake Geome
try Applet Page: Based
on the data i
in the

earlier i
email pag:,adefauhhkemi’
cither i
Eﬂﬂnﬂr?umamincwnmlhﬂﬂﬂh“ it
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Figure 35, Lake Geometry Confirmation
creating of arca.sdf file in the user directory. This page simply
Emm:u-yhlhmmmhi

Thfuﬂnﬁngpagésmmmmm

Page; This HTML page is generated following 2

givmiu.fmmﬂiﬁﬂihlﬂlﬂt

pages of input data forms.




MiniLake Mode! Simulation Input Parameter
18t Input Form

1. Simulation Time Period

From To
¥ ear Month Day Year Month Dy

s ) e e

2. Lake Geometric Characteristics
Number of horizontal layers along depth : | i i

3 Select only one of the following options

~ el
Option | - Light Aftenuation Cocflicients due 0 Help

-1
Water (M) : | i . 1l
Yimg/L - Chl-a)’
Chiorophyll-a (ia): | 28 ol i

Help
c Option 2
Mean Secchi Disk Depth (SD) I m)
Constant for converting SD fo total atteruation I-—-——
coefficient
- Hel
4. Wind Sheltering Coefficients for Convective Heat Loss p

Summer : | a.7
Fall ; I ot

159




If there is no Snow & lce cover simulations,
click -= , jump to question 7

5. Physical and Empirical Parameters for Snow Cover Help
Conductivity rﬁ.__- ew'C'm”
Absomption I 0.34
Reflectivity :
Aftenuation

Compaction Factor

il

Initial Spow-cover Thick: | 0.0

6. Physical and Empirical Parameiers for lee Cover Help
Conductivity : [_25-_—- ew'C'm’
Absorplion : 017
Reflectivity : | 0.54
Aftenuation : | 1.5 m
Initial lce-cover Thick: 1 D:ﬂ m

7. Coefficients for bottom Sediments

[—"— ' iy
Thermal Diffusivity : 0038 -
Density x Specific Heat (7 [Tss0.0 kealim'/c
C‘] i 3

8. Control Parameters for Simulation

Simulate ? O Temperature Only
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Temperature & Dissolved Oxygen

Have Field Data ? 0 o
E Yes

Have Chlorophyll-a Data ? B no

161




MiniLake Model Simulation Input Parameter
2™ Input Form - initial values

‘Il_: Biochemical Coefficients for Dissolved Oxygen Hel
Simulation

Biochemical Oxygen |___D.‘I
Demand :

Plant respiration rate I_“-—
Sediment Cxygen Dma.:sd1_-_z_,:,
Coefficient :

Maximum specific oxygen

production rate by l &0
photosynthesis ©

A muliiplier to increase
SOD below euphotic zone | '3

10. Initial Depth ¢ *reguired) E mn fest
Seor deforulr depthes here —=
Layer Value Layer Value Layer Value Laver Value

3 r.m__ 4 R
7 [Tﬁ_' g |-:}a

11. Initial Temperature in B ¥ FE_
Set consant temperatures here =

Layer Value
Layer Value Layer - 4 rﬁ-_

| &0 2 I_I-_E-— 3

I_._.—
a0 7 < 8 Fu_—

R ¢ [ rr::—: 2 [=
I_.__

Ml ol =Sl

l} 4.0 14 &0 t_'!

EEEE
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12. Initial Suspended Solids ( onceniration (mg)
oot cosmigl Supengied Sodich Conceniniony ey ==

Laver Value Layer Value Layer Value

v et 2 FBTI N
s a5 1 & T |t [0 |
i i__'__ 11 I_L:I_ 11 I_':'E_
3 [ w [ 18 e
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Layer

4
]
12

16

Value
o]
o0 |
T
oo




Layer Value Layer Value Layer Value  Layer Value

RUCBRE e

16. Initial Total BOD {mg/)

Laver Value Layer Value Layer Value  Layer

Value
L [ [oRrs e ]
5 r?:.'{:._ é Fﬁ_ 7 rﬁ— g e
9 0.0 10 W 11 |_1|:|ﬂ— 12 100

13 10.0 14 0.0 15 0.0 16 10
17, Initial Dissolved Oxygen (mgfT)
: ; X | 00
Set constant Dissolved Choygen Concentration here =~ : H
. f e
Layer Value Layer Value Layer Value  Layer s

s [™ e [@1°7 L2 S
[0 . w12z [%0)

100

3 100 4

:
EE

1 0.0 2 10,0

15 0.0 16




Minil.ake Model Simulation Input Parameter
3™ Input Form - No. of field data dates

20. Dates with Field Data{observations for miodel calibration)

Total Nomber of

I\

Dates
Year Numhr of Dates in which field daia are
gvailabie
1980 LR
1981 LIRnE
1982 e
1983 Foi
1984 Lann
1985 AN
1986 Al
1987 m
1988 .
1989 ]
1990 [
1991 [
1992 | b
1993 [
21 . Check Types of Field Pata You Have

1- T.:m!:ﬁ]'ﬂrl.ut
T pissolved Oxygen
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Note/Warning:

I. If you have lots of field data in each simulation vear, please input field
data year by year or even month by month. You can add the rest of field

data later.
2. You must input all the field data in the 4th and 5th input forms within 8
hours, otherwise the data you input cannot be saved and the session will

be expired.




e —

MiniLake Model Simulation Inpui Parameter
4™ Input Form -Field data infomation in each date

22 Field Data information in 1980

Month Day

ifil

f

—

RIEEE

-

Chlorophy!l-a (mgT)

No, of Data  Epilimnion  Hypolimnion

[q

[ 0.0073 ] 0073

1_4

rnm i 0es |

[4

ITzz rnzz

I-l.

23 Field Data information in 1981

=
=
=
=
=

933031

T

—

Mo, of Deta

1' 0175 a.17s

Chlorophyll-a img/l)
Epilimnion  Hypolimnion
= [
Fm [ 0. 0045
[ﬂ-lﬂl |_N3-'

BB

24 Field Data information in IR

z
:
=3

EIEEEIE

T e

-—

SRECES

e
—
S
i
—
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=1 =

Chilorophyll-a (mg/l)

Epilimnion Hypolimnion

= [
=
= =
= [
il

13




2% Field Data information in 1990

2

P
-

Chlorophyll-a (mgT)

Mo.of Data  Epilimnion  Hypolimnion

ks

‘T

ra

| r [unﬁ#
rq [ o.011
— =
I'.__ [o0z
l’ 4 I_u.uiﬁ
I_.'_- oo

rn.uz

Fu:n

EESEEEEEERE!

[

CREEEEEEEELEL

=]

Tl

e

I_nl:a:i!




CEESEE

B

ra_
=
g
=
=
=

B 0068 l_uﬁs'n_
[ 5 | 0.024 | 0.024
1 4 || 0,047 rum?
I 2 I 0.02 [T
rq. l 0.072 [ 0.072
E [ oo | oo
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ficld data ot changing lake parameter files
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Figure 37. Simulation display year selection page;
select the year(s) for which a graphical di

] s



E Figure 38. Minlake Simulation Serviet Pag:;nismup.pisadymic HTML page
generated by MinlakeSimulation serviet. And it is discussed in detail under chapler 3.
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Figure 39. ML2DPLOTI display for dissolved oxygen profile
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Figure 40. ML2DPLOTI display fior temperature history
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Figure 41. ML JDPLOTI display for dissolved oxygen history
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42. ML2DPLOT! display for remperature profile

Figure
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Figure 43. MLZ DPLOT! display for tem
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Figure 44, ML2DPLOT1 di

splay for dissolved oxygen contours
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APPENDIX E —SIMULATION CONCEPTS

Appendix E1 through E10 describes several parts of the simulation based on the
temperature simulation scheme described under section 4.1.2. This appendix deals with
the description of the theory underlving simulation defined by JAMINLAKE. Appendix
El through E10 are separated based on the separation of functions among different
objects of JAMINLAKE model. Thus, simulation theory described under any part of the

appendix is implemented only in any one component of J AMINLAKE.
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APPENDIX E1- HEAT FLUX AT THE SURFACE OF A LAKE

Incoming heat from solar and long-wave radiation and the outflow of heat through
convection, evaporation and back radiation plays a major role in establishing a
temperature profile along the depth of the lake. The net increase in heat results in an
increase in water temperature. The heat balance equation is given by the following
equation [Ford and Stefan, 1980; Thomann and Mueller, 1987: Riley and Stefan, Auguost
1987].
AH =H, + H, —H, ~H, ~ Hy, ©)
where

AH = Net Heat Flux 1o the walter,

H, = Net Solar radiation.

H, = Long wave radiation from atmosphere,

H, = Convective Heal Flux,

H. = Evaporative Heat Flux,

Hy = Back Radiation.

onlly heat flux that

IFan fce cover exists there s no heat flux from/o the watet HE the

affects in case of an ice-snow COVeT is the flux from sedimer
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Figure 45 shows a schematic diagram for the heat exchange between different layers.

Incoming

tiom, Back
a0l ta EUIEF E\'ﬂpﬂﬂ an . R.B:hH:iﬂn
Atmosphenic o distion, He  Convection s
Radation H H, h
H, . Reflected

RN 2 st 1

Fraction Transmitted ——  Absorption with Depth

to Next Laver

Fraction Transmitted

5
'
¥
{

o Mext Layer

here and the
Figure 45. Schematic diagram of heat transfer (flux) between the atmosp

lake.

SOLAR IATION:

- solids, a part of the
Based on the amount of radiation and concentration of suspended

; - the water. The reflected
solar radiation is reflected back and the restis transmitted 10 a987]
. ooty and Stefan, August 1967k
portion is given by the following equation [Rile} and i

I_.g|;||iﬂli+

$ |-«
r=0.087 - 6.76 x10 " * RdD #0014

where
r = reflected fracuon.
ial daily solar radiatio®

RAD =10




This equation was developed for highly turbid southern lakes, thus if the suspended

sediments are low in concentration, the sediment effect on reflectance can be neglected.

Surface absorption constitutes a major portion of the solar radiation. The high absorption
is due 1o the high attenuation rate of infrared radiation, which accounts for approximately
40 percent of the energy in solar radiation. Consequently surface absorption fraction 18
ttken 1o be constant of 0.4 [Dake and Harleman, 1969]. Thus, the net solar radiation

below the surface of the lake is given by the following equation.

T
Ho=(1-r)*(1-P) * RAD, ‘

where

H, = net solar radiation (keal/m’-d),

r = reflected fraction,

B = surface absorption fraction = 0.4,

RAD = incoming solar radiation (lcal/m’-d).

LONGWAVE RADIATION:

Long-wave radiation is energy emitted by all objects. The hest
lake and long Wave radiation

pudget must account for

both atmospheric long wave radiation received by the

1 - 1987
emitted by the lake. It is given by [Riley and Stefan, August

equation.

(8)

Hy= UETq',
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where
H, = Atmospheric long-wave radiation (keal/m’-d),
& = Stefan-Boltzman constant = 1.71° 10° kealim’-K",
¢ = Emissivity, function of cloud cover for emissivity of
atmosphere,
= | for black boxes,
- 0,97 for water (approximately constant),
T = Temperature of the object ("R
Emissivity of water as developed by ldso and Jackson [1969] with a cloud over

correction is given by the following equation.

ea= (1-0.261exp(-7.7710~ T 1+K*C). &
where
Ta = atmospheric radiation Ch
C, = cloud cover ratio,
K = cloud height coefficient.
recommended

The coefficient K. varies between 0.04 and 0.25. A TVA [1968] study

using a value of 0.17 and that is being used in this model.

EVAPORATIVE HEAT TRANSFER:
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Evaparative heat loss is due to the change in state of water from liquid to vaper. The

evaporative heat loss can be calculated directly if the mass of water evaporated is known.

H.=k*E, (10)

where

H, = Evaporative heat loss (keal/m™d),

k = latent heat of vaporization = 5900 keal/em-m’-day.

However in most cases, it is extremely difficult to know the mass of water evaporaied. In

such cases a standard empirical formula for evaporative heat joss can be used:
' '- - i)
H =20.632.7 w AT +63.9xU “I{{'L—ﬁ'g]n {
- | ¥l o _,II
where

e, = saturated vapor pressure at the water surface.

{12)
e =61 UTE“'::-[p[IT.IT'TB"{Tsk-}iEﬁ}]:

By = Uapu.rpmssurtﬂfﬂlﬂ ﬂh's
b.«w-i,"ﬂgl;ﬂﬁiﬂm'r!.

| U.=l.h:m:rﬂﬂ‘=dﬂi

AT,; = Difference hetween the

surface and in the gmbient air (°C):

(13)

e, = 6.035*10({7.45T [ (235+ T4

where
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R ERed

T4 = Dew point temperature (°C),

CONVECTIVE HEAT TRANSFER:

This heat transfer occurs due to the difference in temperature hetween the water and air.

Convective heat loss is given by the following equation,

'\\l I
H =lﬂ.ﬁ3x(-{!ﬁ—le 2. 7x AT +63.9xU \I{T =T .' (14)
: L1000 @, - 2

where

Ts = water surface temperature (*C)

Ta = air temperature (*C),

| AT, = Difference between the virtual temperature 8 the water

surface and in the ambient air (°C)

U, = Wind speed in my/sec,
| H, = convective heat flux fkﬂl"‘“l'd}-

| BACK RADIATION

Equation 8. However, the

Back radiation is calculated with the same formula as for
T d rature.
emissivity is fixed at 0.97 and the temperature 15 the surface waler lempe

Thus, the following equation calculates pack radistion.
(15}

= 4
H =09TxoxT_.

i jon &
where all the constants are 85 explained for Equat
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APPENDIX E2 - HEAT FLUX FROM ONE LAYER TO THE NEXT

There are two distinet lake heat sources'sinks used in this model: 1) atmosphere 2)
sediments, Several heat fluxes are associated with atmosphere. It includes long wave
radiation. short wave radiation, evaporation losses, back radiation and convective losses
However, these fluxes are only associated with the lake surface. The rest of the layers
transmit a part of this flux. So the Lake is responsible for distribution of these hea
source sink term between its layers. The following discussion clarifies the method that a

lake employs in order to transmit heat flux among its layers.

The scheme for heat flux transmission to the lower layers from the surface is presented

below

There are several heat sources and sinks at the surface of the lake. These sources/sinks

are calculated in the class Coefficients. If the net solar radiation reaching the first layer is

Hs then the following equation describes the net ahsorption in the first layer [Ford and

Stefan, 1980: Thomann and Mueller, 1987; Riley and Stefan, August 1987].

*z (16
4] ={]-T}[Ivﬂ}"ﬂm"[.ﬁmﬂngr“ 1+ pHaAL )

*Subscript 1 refers to Layer | and subscript 2 refers 1o Layer <

where
r = Reflected fraction,

B = Surface absorption fraction = 0.4,



v——

A = Surface are of layer 1,
Az = Surface area of layer 2,

k = Extinction coefficients.

The heat flux is transmitted from the top layer to the layer below it and so on. The
general formula for heat flux transmission is given below.
Hsg = Hsy * ¢, (17)
where
Hsy;, = Heat flux at the bottom of the layer (keal/m’-day),
Hs;., = Heat flux at the top of the layer (keal/m’-day),
k = extinction coefficient (m"),

z = thickness of the layer (m).

et i the second lmyer
The following equation calculates the solar radiation reaching the top of

s 1 “Ef
Hs = (1-r) 1-B)y*Hae™

| . -tion in the subsequent layer
I'he following equation calculates the absorbed solar radiation

' . (19)
! Qiiy = Hsyp[Agir-Adisn S,

: o
where the subscript i refers to the i ayer and i+ refers to the i

layer.

< defined by 8 linear function of
nt of the suspended

The extinction coefficient is unique o each lay

3 e inction coeffice
three terms: the extinction coefficient of Walet, exl
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sediment concentration in the layer, and the extinction coefficient of the chlorophyll-a I
concentration in the layer. The total extinction coefficient is given by the following
equation [Riley and Stefan, 1987].
k =kw + 0.043*5S + k;*Chla, 20)
where

k = Total anenuation coefficient (m),

k, = Extinction coefficient of water (m’). It is not the extinction

coefTicient of pure water, but includes the combined effect of all

dissolved substances especially color caused by dissolved organics.

|
k. = Extinction coefficient due to chlorophyll T can
i A

range from 0.1 10 0.25. However from Bannister {1974a) this

value is taken as 0.016,

. mg
$§ = suspended solids concentralion ==

. mg
Chla = chlorophyll-a concentration ==




APPENDIX E3 - CALCULATION OF TEMPERATURE PROFILE FROM

THE HEAT FLUX DISTRIBUTIONS:

A method called calculate TemperatureFromFlux() is used to carry out this task_ A set of

simultaneous equations is constructed based on finite difference form of advection

diffusion equation applied to the temperature state variable. This equation is formed for

each layer. The Coefficients class sets the coefficients of this equation. The finite

difference form of the equation is presented below.

4K ' gx i iEa '|
] 55 bbby S B lesaic
o ey gl e PPl SRR I R
I :
e A =C FSM
"!.-t, l]l't, ik | Hi 1
where

A - stands for the cross sectional area.
- _ stands for depth of the layer,

Az — stands for thickness of the layet,

i i ey re |-
C — state variable in consideration (for our case lemperat

i two layers
K — vertical diffusion coefficient between the

inconsideration.

. wo L)
Subscript | — denotes the i layer. Properics between the

fractional i* value. For example, a value of i equal 10
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the interface of 1* and 2™ layer. Subscript j — denotes the index for the time. §;, §; are

the heat source/sink terms.

A tri-diagonal matrix is set up using these simulianeous equations and a CGuass

Elimination technique is used to solve these simultaneous equations.

_________________ _Wﬂ—__‘._
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APPENDIX E4- EFFECTS OF CONVECTIVE MIXING ON TEMPERATURE

| PROFILE

A method called forceConvectiveMixing() is responsible for this task. A solution of
advection diffusion equation constructs a temperature profile in the lake. However, if any

layer has a negative temperature then the profile has to be corrected. This is done by

' equating temperature of all the layers having negative temperatures 1o 2eT0. The

difference between the negative temperature and a 2er0 corresponds to the heat fhux

removed from this water body up to the mixed layer. These are simply volume average

calculations.

: : file. It also
Natural and forced convective mixing causes a change i temperature. pro

: i steps can simukate
affects ice formation and thus net solar absorption. The following steps

these effects [Fang and Stefan, 1996]:
. ling. Let the number
2. First determine the number of negative layers duc &0 surface COOLINE:

i is at a depth where water
of layers having negative temperaiure be NP. Layer NF 15

temperature changes from negative to positive.
ermine the change in heat content Qhaxe

b. Set all negative temperatures o zero and de

associated with this water tempersture adjustment.

o |
(L

s
O =§;r?rm[ n-Tm]i

where

p is the density of the waleh,

¢, is the specific heat of water,
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; ol
Vi is the volume of the ™ layer,

i th
T, is the temperature of the i~ layer.

This procedure is performed for each layer. If the density of a layer is higher than the
density of the layer below it, then the state variables of these layers are volumetrically

averaged.
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APPENDIX ES- SURFACE COOLING OF THE LAKE:

I Based on the boundary condition of 0°C at the surface, a calculation is carried out for the
ice formation conditions over the surface of the lake in simulateBeforelceFormationd)
method. Based on the natural convective flux (Chaal calculated with the
forceConvectiveMixing() method, thickness of ice is calculated. This is followed by a
recalculation of mixed layer based on forced mixing calculations similar to calculations

described in ealeLakeMixing() method in class Wind

layer (with volume Vi) 1o ger 2

The heat content change Qneg i3 restored to the mixed

new mixed laver temperaiure T

| I =7 _[0L1 (23)
: " cF 1
, oM
where
p is the density of water,
¢, is the specific heat of watef,

Vy is the volume of the mixed layer,

Queg is the heat content change:
Tw — New Temperature of the mixed 18T

Tu - Old Temperature of the mixed layer.

cature using T

Re-compute the mixed layer depth and tempe
. The final mixed 1ayef depth and

change of the density difference across U interface.

193

_._*



O 00000 i

temperature are Zur and Ty Typically, Z(NP)Szug<2. Twr can be between zero and

Ty or less than zero.

This natural convective mixing and forced convective mixing also affects the thickness of

ice. There are three cases where ice formation is indicated:

. The mixed layer temperature Ty, after wind mixing is still zero. The wind is 100 weak
to mix the water from the surface to the mixed layer depth. In this case the surface
laver temperature will be less than calculated and the surface water will be super

cooled indicating ice formation. The thickness o ice can be determined from the

following equation.

H e ™ [iﬁ (24)
where
p is the density of water,
‘ A, is the surface area of the lake,
Hicg is the thickness of ice,
% is the latent heat of water (333 klkg).
| Qnt is the heat content change. |
b.. If the adjusted mixed layer temperature is below 0°C. The ice hickness is determine?
by the equation given below.
pe v -1 @s)
where
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p is the density of water,

A, is the surface area of the lake,

Hice is the thickness of e,

% is the latent heat of water (335 klfkg).

O is the heat content change,

¢, is the specific heat of water,

Vi is the volume of the mixed layer.
The final adjusted mixed layer temperature Tur is Jess than zero, lee thickness can be

determined by the above two equations using Tur instead of T.

¢. The final adjusted mixed layer temperature T is less than ZET0. lce thickness can be

determined by the above Two equations using TwF instead of Tn.
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APPENDIX E6 - INITIAL SEDIMENT TEMPERATURE PROFILE

The initial Sediment temperature profile is influenced by the lake water temperature and
ground waler temperature. Because lake water temperature varies with depth, sediment
below each lake laver exhibits a different temperature profile. In order t0 incorporate this
behavior, a temperature profile for sediment is associated with each lake layer. Thus, the
lake sediment interface temperature for each depth is different. However the temperature
a1 10m below the lake sediment is found constant [Baker and Ruschy, 1993; Fang and

Stefan, 1998).

It has been shown that ground water temperatures can be effectively predicted using

ive database
yearly mean air temperature [Todd, 1980; Fang and Stefan, 1998]. An exiensive

A unique location is obtained bY
modeled. Using this mean

for Meteorological Data has been created in this project.

identifying state and station location closest 10 the lake being

uir temperature and mean January air temperafure can be obtained.

_3°C, then Emund waler lemperature 15
condition is D0t satisfied then the

If the January mean air temperature is less than

3°C higher than the yearly mean air lemperiue. If this

air temperature.
goundwater temperature is 2°C higher than the yearly mean

A clear relationship has been established
. 10 below lake boom-
groundwater temperature and sediment temperature 3
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If the lake geometry ratio is less than 4, it refers to a stratified dimictic lake. Sedimen
jemperature 10m below the lake bottom is calculated for this condition by the following

equation.

Y

{ T|+ﬁli L] 1'
aSOF MERE i)

L

[ ¥ ]

(26)

S0 H 1
- TR

where

T, refers o the ground water lemperature.

: below 10m 15
If the lake geometry ratio is greater than 5 then the sediment temperature

predicted equal to the groundwater temperature.

Sediment temperature at the lake sediment interface |
temperature. This condition is in line with continuity at the

i di ifferent layer of the lake.
lemperature at the lake sediment interface is different for each di

: can be
atio <4) the following method
For stratified lakes (lakes having lake geomeiry ]

employed for calculating sediment femperature profiles:

normalized sediment

A ditect relationship of & new depth scale Zaom a0 &

Toom has been established earlier [Fang and Stefan, 1998].
where,

Z and

4 1 = |I:’ TEL] ,{ARH”H}I:HL‘-]

5

==
s

197




_

e []"'”_It{r:—fqun
w1 =T )
xin X10 AL

Using the values of this relationship normalized sediment temperature is oblained based
on the “new depth scale™ value set for the specific condition. Using this equation, the
boundary laver condition for other sediment layers corresponding 0 interim lake depths,

is established.

’ i . : E 1shes a
These boundary conditions along with an exponential lemperature growth, establishes

temperature profile in the sediment at different lake depths.
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APPENDIX E7 - DETERMINING SNOW THICKNESS

Snow thickness is determined by snow accumulation, followed by compaction and

on) and melting

melting of snow by surface heat input (convection, rainfall, solar radiati

within the snow layer due to internal absorption of short wave radiation [Fang and Stefan,

December 1994].

The snow cover forming on the ice surface of a lake is likely to be thinner than direct

therefore a snow compacting factor (0.2
Gu and Stefan, 1990].

accumulations of a snowfall; o 0.4) is used

before adding snowfall to the existing snow depth [Adams, 1982:
The change in snow thickness for 1 day is given by the following mass halance equation.
"‘;u “C P ~8 =2 =t ks Ly
' mom i
where
Zow = Snow thickness M,
P, = Snow fall from given weather dane (m/day).
z. = Snow demhreductimmtﬂ&mmulnnnuarmhuhnlu
radiation (m/day).
7. = Snow depth reduction rate BY convective heal gansfer(m/day).
7, = Snow depth reduction rate BY :ﬁﬁpmﬁoﬂ{m’dln
a=qmwd¢mrmmummuwmnﬂl{mfdwl
Stefan.

1990]:




H:-.
Pk 9
Haw = Hy { Bowl 1-0tsw) + (10t 1P ) 1-expl-ptnzen)] (29)
where
H,. = solar radiation flux fkr.alrmi.fda}- )
H, = net solar radiation on the snow surface,
B, =surface absorption coefficient for snow,
ot =surface reflectivity for snow,
Lo =atienuation coefficient in the snow,
Pew = density of snow,
i~ Latent heat of snow.
=  Snow depth reduction rate due to convective heat wansfer [Light, 1941}
7. = 0000376 * 1077 UsTa, for T, > 0°C T

where
U, = wind speed (m/sec),
T, = Air temperaturé (°F).

T = “f'ﬂ'[hﬂ sia]iﬂl'lrﬂﬁﬂliﬂn {ﬂ':'
ction rate (m/day) due 10 convective

2. = Snow depth red
heat transport rate.
evaporation (latent heat transport)

*  Snow depth reduction rate due 10

Ze = 0.00118U (es-¢a):

R e



where
LU, = wind speed (m/sec),
g; =Vapor J}Tﬁjﬁpjurﬂ above snow EUI‘[ﬂﬁ‘ 'imharﬂ_

g, = vapor pressure of the air ( mbars).

«  Spow melting due to rainfall:

Equation for this condition is developed from an energy balance, i.¢. heat encrgy
released by ramn is cqua[ to the heat energy ahsorbed by the snow.
T ELL for T, > 0°C (32)
Ap
wherne

7, = snow melting {m/day) due 0 rainfall,

P, =Precipitation {m/day ).
pwwater density 1kg,"m3'}.

Cp =specific heal of water (kecalkg"C):

T, = Air temperature o
Jn=Latent heat of snow(kcalkg)

pew=Density of SDOW (kg/m ).

unde i . mstances; 1) If
ing TWo Circum

is a possibility of snow cover only r the following o g s

dayor 1) 8 spow COVET exists from

either there is a snowfall on the present symulation

¢ condition can

ST

, el the snow and
Previous day, The present day’s atmospher

| m




thickness can go to zero. Hence, for either of the two earlier stated cases, thickness check

has to be performed.

Total snowmelt is calculated by a sum of all indiv idual snowmelt. Thickness of snow is
the difference between the thickness of the snow cover and the snowmelt of the present

simulation day.

1“:




APPENDIX ES — ICE FORMATION ON THE SURFACE OF THE LAKE

lce formation for each simulation day is governed by heat budget and wind shear [Fang,

Siefan, December 1994].

HEAT BUDGET FOR ICE FORMATION

Prediction of ice thickness is essential to the winter temperature modeling. loe usually
grows up at the ice-water interface, but ice can decay at the SROW-ICE interface, iee-

3 : : . is given
interface, and within the ice layer. The change in the ice thickness over 0Be day 1 g

by the following mass balance equation.

dz (33)

2., = ice growth/decay rate (m/day) due
2. = ice growth/decay i
growth/decay raté (myday) due 10 P

Zy = 1€

jon and
i d 1o conduction
The following is a mass balance equation of the 16¢ thic Hi

comvection [Ashton, 1986; Gu, Stefan, 1990].




 juy 8 T ot
£ A _3 - 4 p .(_..—} ] 34)
i L4 =+ I— dz )
kE kO h
where

pi = ice density (kg/m”),

% = latent heat of fusion of ice (kealkg),
T . = Temperature at ice-water interface,
k ; = Thermal conductivity of ice.

K o, = Thermal conductivity of snow,

k , = Thermal conductivity of water.

h . = bulk heat transfer coefficient at the snow/air interface

l,kcal-“dﬂ}'-"ﬂ-mz}.
ha =CyU, [Fertuck, etal., 1971], (33)

where
C, = empirical cmntv-riﬂzwnluemn;hsﬁmnﬂnnjt
Ul="-'||'iﬂd5pwj i-ﬂ]'l'lphu

hu=h1dk|wnmsfcrm:

rﬁ:muwﬂw&mﬂw:w

of BT/hr-ft™-"C.

In the Equation 34, thickness increases (ice growth) if aif

otherwise the ice thickness decreases (ice decay):
. _ sy

fequires accurate estimation of thermal conduction coefficient

lemperature gradient at the ice-waleT ‘nterface and

204 e



coefficient, Prediction of ice-thickness is sensitive to k. and temperature gradients at the

jce-water interface.

Internal melting in the ice layer results from internal absorption of solar radiation. This
internal melting can be expressed by the following formula.

H
» (36)

7w = ice decay rate due to internal melting from internal absorption

of solar radiation,

H,, = Absorbed short-wave radiation.

Hi = Haw £B; + (1-B)(1-c {1~ exp (i 201} @GN

where

H ;. = solar radiation available at the 1wp surface of the ice,

Bi= Smt‘actabmrpﬁunmﬂ‘irhrut‘miu.
ot = Surface reflectivity for ice,
u, = Attenuation coefficient,
z,; = ice thickness.

lee decay due to rainfall is calculated by performing A< balance

when snow depth is zero.




F for To0°C (38)

7, = snow melting (m/day) due to rainfall,
P, =Precipitation (m/day),

pn=water density (kg/m’),

¢p =specific heat of water (kealkg"C)

T, = Air temperature °F,

A;=Latent heat of snow(kcalkgh

p=Density of snow [\’h'.g-‘rrfI )

ICE COVER DUE TO SNOWMELT:

- F 1 H n'ﬂﬁfl'-ﬂ
Snowmelt induced by internal solar radiation absorplon., convective

suhiuinegmmhfmn:m:ﬂﬁwwmﬂ
; u:mwﬂh'fﬁ”ﬁ“‘“f“
mﬁtqwﬂlh'mw"-m

mdrwmﬂ"’“

evaporation and rainfall, can re
temperature falls below freczing in the days fo

refreczing of the snowmelt accumulating of the ice 0¢
freezing. HOWEVETs if

when air temperature falls below
hehathww“‘"““'““"‘

continuously above freezing then the snowmelt will
' {iL won of

This situation can be modeled by the F,rmcm],.: nfmﬁﬁ'ﬂ“m

iransfer the depth of the melted

ice (typically 920 kg/m’) and compacted snow {

O LR e LR L |
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ICE FORMATION DUE TO WATER COMING THROUGH CRACKS IN THE ICE

COVER:

Another situation in which ice forms is due 1o the water coming through cracks in the ice
cover. The free-water-level is approximately one tenth of the ice thickness below the top
of the ice sheet. When the snow accumulates on the ice, lake water may be pushed
through the cracks in the ice cover onto the ice surface to the form wetted snow. The
critical snow depth determines if the free-water-level is above the top of the ice sheet. It

is determined by the following equation.

5 :{Lﬂh-.ﬂ,]i}‘ 39)

g

where
5§ - Thickness of ice or snow,
p- Density of ice or snow or overflow layer.
subscript i, w. §, of — corresponds to ice, water, SnOW and overflow

layer correspondingly.

' ice and the
An equilibrium equation for weight of the dry snow, wetted snow layer, and ice

g i i free-waler-level
buoyancy force, gives us a formula for calculating the distance of the free-w

i - -level above
above the top of the ice sheet. The following equation calculates free-walcr level a
the top of the ice sheet.

| (40
5 =|5p+8.(p ~p (g -p P 2.7

where
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Bor - distance of the free-water-level above the top of the ice sheet,
8, — distance of the capillary rise above the free water level,
Subscript cr represents the capillary rise above the free-water-

level.

Hence the total thickness of snow is the simulated snow thickness minus the distance of
the free-water-level above the top of the ice sheet. If this level is more than the snow

thickness then the snow thickness and ice thickness is zero.

The ice thickness is equal to the simulated ice thickness plus the distance of the tree-

water-level above the top of the ice sheel.

EFFECT OF WIND SHEAR O

e a stable ice formation requires ahsence of wind

Ashmn{l'i}smmﬂm:kmu%ﬁ: shows

Wind shear tears down the ice. Henc

or a wind with low velocity. Recent study by

i i iCE-COvVer arc:
that the approximate threshold conditions for the formation of an intact

a. An average daily air temperature below -5°C.

b. A daily average wind speed less than 5 m's

2°C
¢. Volume average water temperafure (Tinca) 155 than

o s - the freeze over dale
Gu and Stefan (1990} found that appropriate conditions &2 determine

for a specific lake called Calhoun, Minnesoia, Were:
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a. An average daily air temperature below -2°C.
b. A daily average wind speed less than 5 m's

c. Volume average water temperature (T ) less than 2.65°C

Some field observations in previous studies on ice formation suggest that the formation

of ice covers on lakes generally start in the calm bays and along the shores, where & thin

surface film of ice develops. For small lakes and ponds the ice cover typically forms
some time after the water has cooled to 4°C, with the actual occurrence generally
associated with a calm, clear, cold night. Wind may subsequently break up this jce cover,

and the water will cool further until the winds are calm again, Hence the initial permancn!
on the sequence of meteorological

1o 0°C while in others

ice cover and water temperature beneath it depend

events during the cooling period. In some Cases the water may cool

the water may be nearer to 4°C.

4°C. ice can form temporarily several times, before 3

After temperature falls below

Permanent ice cover can be established. The formation of 8
oy
i surface
a. Level and duration of freezing temperatures al the
b. Size and depth of the lake

¢. Wind mixing

the time of
L - o from gummer 1
Prio 10 ice formation, lake goes through 3 slages of cooling

lake freeze up:
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4 Water cools to a more or less uniform 4°C from water surface 1o the lake
bottom

b. Surface water cools from 4°C to 0°C as an inverse lemperature stratification
forms below the lake surface

¢. Latent heat is removed and ice formation occurs

We can handle first stage of cooling by traditional open-water lake temperature
stratification models employing a diffusive heat transport equation and convective mixing

inatural as well as forced).

Latent heat removal can be treated as an instantaneous process i a daily time step model.
However, it is extremely difficult to model the second Stage (inverse jempermiie

stratification).

i ICKNESS CALCULATIO

AL ious day. Using the
lee is either formed during a simulation day of it exists from the prev day

ceacks ofthe ioe cover;an ice Giekess S
detu-ilt'rhi:llﬂll

heat budget, snowmelt and rise of water in the
determined for the start of a simulation day using the method

™ & . ice WI{ the
Using the effect of wind shear and daily mﬂtﬂﬂrﬂlﬂgﬂ data. final

 ciive flux calculated in 10
end of the day is calculated based on the natural cOnVECtYe flus

forceConvectiveMixing() method of the class Lake.

210 ¢



v——_—ﬁ

APPENDIX E9 — WIND EFFECTS ON THE LAKE MIXING

The effect of heat budget is to change the total potential energy of the thermal
stratification by increasing or decreasing the intemal energy of the lake. Wind inherently
possesses kinetic energy due to its velocity. A part of this energy is transferred to the lake

and is used for mixing.

The major source of turbulent kinetic energy is assumed to be the wind shear stress. The
turbulent kinetic energy available for possible entrainment at the interface was estimated

by the following equation.

A i41)
TKE (Turbulent Kinetic Energy) = [ CW.ai4.
where
A = surface area,
W. = shear velocity in waler,
T = shear stress at the mir-watet imterface
C = empincal constant.
area and the surface

onstant over the surface

In MINLAKE C, W..t are considered ¢
kinetic energy is calculated by CW, 24, . This kinetic encreY
immediately below the mixed layer. Entrainment results in work- If the work "ﬂi‘:':;
lift the mass from its position at the mixed layer 1o e sutae (e 0% Al

s less thap the available kinetic energy then mixing 0CCUT
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The work required 1o lift mass, ApAV, from its position at the interface to the center of

mass of mixed layer is given by the following equation.

Wy = ApAVg(D-Z;), (42)

where

Ap = Density difference between the mixed layer and underlying

layer.

AV = Incremental Volume,

g = Acceleration due to gravity,
D = depth of the mixed layer,

7., = Depth of the center of gravity of mixed layer.

j t the
' Usage of stability criterion is another approach that can be used 1o find 0U

entrainment of layers due to wind mixing. [nteraction between the mixed layer
layer below it can be estimated by Equations 41 and 47 or by the stability entenon.

The stability criterion is given by the following equation.

[ W, nidar (43)
LR

Fe=
ApAVe\D-Z |

where

& = Stability criterion.
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The other variables m Equation 43 have the same meaning as carlier variables.
Coethicient C n the Equation 41 was removed from the surface integral and combined in

to the stability criterion @.

This criterion compares the kinetic influx at the time increment At, lo the potential energy
of the mixed layer relative to the layer below it. If this ratio is larger than critical value
.. then entrainment occurs resulting in an increase in the volume of the mixed layer

The process is repeated until the ratio falls below the critical value. At this point kinetic

energy is dissipated into internal energy.
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APPENDIX E10- CALCULATION OF VERTICAL THERMAL DIFFUSION

COEFFICIENT

Vertical thermal diffusion coefficient is calculated for each layer based on the

temperature profile set earlier. Ky(z) depends on the depth (z) and time (1) in the
following manner [Fang, 1996; Thomann and Mueller, 1987].

K =B898x107* (N2, (44)

N = Brunt Vasala Frequency

N = 2 -l!';:' {45}
pdr’

where
g = acceleration due to gravity mysec’,
p = density of water in kg/m'.

Vertical thermal diffusion coefficient near the lake bottom is d¢ fined by equa

| H (46)
K =100 ==_(z +C ).
l||l-;h‘-lri:.-l-ll
where
::aJﬂ'ﬂl-'h} b

Hsep = heat flux from the sediment to the water ik

: - Sve L vard).
z. = distance from sediment-water interface (positive U

{m}.

Cu1 = 0623 °C,




—

{_.-.'\._" = (1.65 m.

The parameters C,,; and Cyy are determined by regression.

In this model K, is determined at each depth and time-step by Equation 44 downward
and from the ice —water interface and by Equation 46 upward from the lake bottom. N is
I determined from the already known water temperature profile calculated in the previous

: : T iffusi icient K
time-step or by an iteration process. |he maximum turbulent diffusion coeff ma

15 used as an upper bound.
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