CHAPTER 2   LITERATURE REVIEW





2.1	A Review of Analytical Groundwater Contaminant Transport Models

	This section reviews and organizes some of the popular and most widely used analytical solution models for predicting the extent of subsurface contamination. Descriptions of abstracts, characteristics, and properties of analytical solutions are presented in this section.

2.1.1	Introduction

Background

	The chemical and biological constituents of groundwater depend on two factors: the natural environment of groundwater storage and movement, and human activities. Precipitation, infiltration, and surface water percolation are the natural sources of groundwater. Human contamination activities usually are results of mismanagement of waste materials that are stored or disposed of on or beneath the land surface. These waste materials are potentially hazardous to groundwater. In many instances, human activities have altered natural processes and caused groundwater to contain organisms, hydrocarbons, heavy metals and other harmful matter.

	The groundwater resource is limited. Optimal use of limited resources and achievement of maximum economic benefits can only be attained through scientific management and rational use. An incorrect management decision not only causes economic waste, but also brings serious consequences, such as the depletion of water, the deterioration of water quality, and the subsidence of land.

	Many mathematical models have been used for simulating groundwater contaminant transport problems. A mathematical model consists of a set of differential equations known to describe the transport of groundwater contaminants. The reliability of predictions from a contaminant transport model depends on how well the model approximates the field situation. Mathematical models are usually classified according the two techniques available for solution: analytical and numerical solutions.

Analytical Solutions vs. Numerical Solutions

	Simplifying assumptions must always be made in order to construct a model because the field situations are too complicated to be simulated exactly. Usually the assumptions necessary to solve a mathematical model analytically are fairly restrictive. For example, many analytical solutions require that the transport medium be homogeneous and isotropic. To deal with more realistic situations, it is usually necessary to solve the mathematical model approximately using numerical techniques. However, analytical solutions are often much easier to use than numerical solutions generated by finite difference methods or finite element methods (FDM/FEM). Analytical solutions to contaminant transport models can be a very useful screening tool for groundwater specialists to quickly predict the outcome of a groundwater contamination case. Another reason to use analytical solutions is that numerical solutions require verification, and an analytical solution can serve as a second opinion to a numerical solution. Analytical solutions are often ideally suited to the interpretation of experimental results obtained under controlled laboratory conditions.

An Analytical Solution Example

	The governing equation of contaminant transport for a three-dimensional single chemical constituent in a unidirectional groundwater flow field is (van Genuchten and Alves, 1982)

	� EMBED Equation.2  ��� ,		(2-1)

where R is the retardation factor, Di is dispersivity in i direction ( i can be the x, y, or z direction), C is volumetric concentration, Vx is average fluid velocity, m is a first-order chemical decay rate coefficient, and g is a zero-order chemical production rate coefficient.

	Although the literature uses different governing equations for contaminant transport, most are very similar in form to Equation (2-1). There are various initial conditions and boundary conditions which can apply to this equation.

	In this research, we define a model as a combination of one particular governing equation, a set of initial conditions and a set of boundary conditions. Analytical models with different sets of initial and boundary conditions usually yield different solutions.

	The following section provides a solution of a contaminant transport model (van Genuchten and Alves, 1982). The model is a one-dimensional contaminant transport model with a governing equation defined as

	� EMBED Equation.2  ���.						(2-2)

The initial and boundary conditions are

	� EMBED Equation.2  ��� , and					(2-3)

	� EMBED Equation.2  ���.								(2-4)

The analytical solution can be represented in the form,

	� EMBED Equation.2  ���,		(2-5)

where

	� EMBED Equation.2  ���,				(2-6)

	� EMBED Equation.2  ���,				(2-7)

	� EMBED Equation.2  ���,			(2-8)

	� EMBED Equation.2  ���, and							(2-9)

	� EMBED Equation.2  ���,						          (2-10)

where erfc represents the complementary error function.

	The solution shown here is not as complicated as it appears. In fact, if the boundary conditions given in Equation (2-4), which represents the semi-infinite domain, is changed to

	� EMBED Equation.2  ��� for finite domain, 					          (2-11)

the solution of the new model contains at least twice as many terms as given in Equations (2-5) through (2-10).

	The purpose of this example is to illustrate the complexity of analytical solutions to contaminant transport models (though analytical solutions are easier to program than numerical FEM/FDM solutions). It is obvious that a library of ready-to-use models could be a very useful tool for groundwater specialists.

2.1.2	Analytical Solution Models

	In this section, some of the popular and most widely used analytical solution models for predicting the extent of subsurface contamination are discussed. The models presented range from simple one-dimensional, single chemical constituent analytical models to complex three-dimensional, multichemical constituent analytical models.

The Standard Model Set

	Van Genuchten (1981) presented models of the movement of a chemical in a porous medium as influenced by linear equilibrium adsorption, zero-order production, and first-order decay.

	Van Genuchten and Alves (1982) reorganized van Genuchten’s models (1981) and published a U.S.D.A. technical bulletin that contains mathematical models and associated computer programs for solving of the one-dimensional convective dispersive solute transport equations. The governing transport equations include terms accounting for convection, diffusion and dispersion, and linear equilibrium adsorption. In some cases, the effects of zero-order production and first-order decay have also been taken into account. There are 44 models listed in the report. The authors divided 44 models listed in the book into three cases based on their governing equations. This reference is one of the earliest and most useful model libraries. The models in this reference come with analytical solution equations and FORTRAN source codes. These models were chosen as the standard model set in this project. Properties of the standard model set, such as governing equations, boundary conditions, and source types, are listed in Table 2-1. The reason to choose their models as the standard model set rests in their usefulness for most laboratory column experiments.





Table 2-1  Properties of the standard model set

Governing Equation�� EMBED Equation.2  ���,

� EMBED Equation.2  ���, or

� EMBED Equation.2  �����Inflow Boundary�First type or third type��Outflow Boundary�Semi-infinite or finite length��Source Type�instantaneous, step, finite pulse, decaying source, or continuous injection��

A Chronicle of Analytical Solution Models

	Hoopes and Harleman (1967) presented an approximate solution of a model that has dispersion in radial flow from a recharging well. Radial flow and radial dispersion are the characteristics that are distinguish them from the standard model set.

	Eldor and Dagan (1972) presented an approximate analytical method that solves problems involving hydrodynamic dispersion in porous media with radioactive decay and/or adsorption of the tracer. The method is applied to four examples of hydrologic interest: radial flow from a recharging well, a recharging well in a uniform flow field, two wells, and soil leaching by uniform recharge. The models are different from the standard model set in their characteristics of radial flow and radioactive decay source.

	Van Genuchten and Wierenga (1976) presented an analytical model for the movement of chemicals through a sorbing porous medium with lateral or intra aggregate diffusion. The liquid phase of the model is divided into mobile and immobile regions. Diffusional transfer between the two liquid regions is assumed to be proportional to the concentration difference between the mobile and immobile liquids. Sorption processes in both the dynamic and stagnant regions of the medium are assumed to be instantaneous and the adsorption isotherm is assumed to be linear. The solution is used to model unsaturated, aggregated sorbing medium.

	Cleary and Ungs (1978) developed analytical solutions of two-dimensional dispersion models that simulate one-dimensional principal and arbitrary directional flow fields and exponential decaying source terms.

	Hunt (1978) developed analytical solutions for an instantaneous and a continuous point contaminant source and then for an instantaneous source of finite size.

	Domenico and Palciauskas (1982) presented a model for maximum concentration predictions is developed for one-dimensional steady flow and dispersion in directions perpendicular to the flow path. This model is reasonably operational with a minimum of data. The model avoids chemical reaction and the inherent fitted parameter known as longitudinal dispersion The model employs the actual measured concentration at the solid waste boundary as a boundary condition. This model provides a conservative estimate of whether or not minimum performance standards will be achieved at an alternative boundary.

	Mironenko and Pachepsky (1984) presented an analytical solution to the set of equations describing chemical transport in soils which account for dispersion, the presence of a stagnant liquid phase, and sorption in which the solute is involved in biological or chemical transformations. The model is used for describing nitrate transport and denitrification in a soil column.

	Chen (1985) presented analytical and approximate solutions for radial dispersion in aquifers with simultaneous diffusion into adjacent strata. Contaminants from the injection well are transported within the main aquifer by advection and mechanical dispersion, assuming a steady state and radially diverging groundwater flow field. The leakage of contaminants from the main aquifer to the aquitards is accounted for by molecular diffusion. The solutions can be applied to study radial dispersion in granular aquifers bounded by relatively low permeability aquitards, or in planar fractures contained in porous formations.

	Domenico and Robbins (1985) presented analytical expressions for contaminant transport from a finite pulse source and a continuous source in a continuous flow regime. The difference between their models and the standard model set is that their models include one, two, and three-dimensional dispersion models.

	Van Genuchten (1985) presented an analytical solution of sequential first-order decay reactions. Applications of this model include radionuclide transport and nitrification.

	Gureghian and Jansen (1985) presented one-dimensional analytical solutions for the migration of a three-member radionuclide decay chain in a multilayered geologic medium. The practical use of the solutions in a two-dimensional domain is illustrated by a scenario of radionuclide migration from a high level waste repository located in a saturated multilayered aquifer.

	Booker and Rowe (1987) presented two analytical solutions of one-dimensional advective dispersive transport into a deep layer having a variable surface concentration. These solutions take account of changes in surface concentration with time as mass is transported into the soil. The first solution is developed for the case of rapid landfill construction. The second solution considers a time-dependent mass input to the landfill.

	Chen (1987) presented analytical solutions for radial dispersion with a Cauchy boundary at an injection well. This Cauchy boundary condition includes effects of radial advection and longitudinal dispersion but molecular diffusion is neglected in the problem. Analytical solutions related to a continuous and a pulse injection are determined for the radial dispersion problem concerning such a Cauchy boundary condition. These solutions give resident concentrations in the radial flow system. Results of the continuous injection solution and of that related to a Dirichlet boundary condition (the first type) are different for short injection periods but converged for long injection periods. The deviation caused by using two different boundary conditions is further studied with appropriate asymptotic solutions valid only for short injection periods. It is found that significant concentration gradients may exist across the well aquifer interface for short injection periods.

	Domenico and Robbins (1987) presented analytical solutions for multidimensional contaminant transport from an exponential decaying source in a continuous flow regime. The exponential decaying source is the only difference between these models and the Domenico and Robbins 1985 models.

	Galya (1987) presented a model to simulate three-dimensional contaminant transport from a horizontal plane source (HPS). This model incorporates retardation and decay, and can simulate varying source emission rates. The HPS model should provide more accurate results than the point source solution, particularly near the source.

	Guvanasen and Guvanasen (1987) presented an approximate semianalytical solution for tracer injection tests in a confined aquifer with a radially converging flow field and finite volume of tracer and chase fluid. The solution is divided into two phases: injection and transport. During the injection phase, an injection of chase fluid immediately following the tracer is allowed. Hydrodynamic dispersion effects are assumed to be negligible during this phase. The geometry of the tracer plume is determined by a particle tracking technique. During the plume transport phase, the tracer plume is approximated by a series of contiguous pulses. An approximate analytical solution for each pulse has been derived through linearization of the transport equation.

	Chen (1989) presented a mathematical model amenable to analytical solution techniques for the investigation of contaminant transport from an injection well into a leaky aquifer system, which comprises a pumped and an unpumped aquifer connected to each other by an aquitard. The model assumes that contaminants are transmitted in the pumped aquifer by radial advection, and in the aquitard by vertical one-dimensional advection and longitudinal dispersion.

	Dillon (1989) presented an analytical two-dimensional model of solute transport along a vertical cross section of an aquifer. The model extends analytical methods to two-dimensional dispersive solute transport in a two-dimensional flow field which until now has been the exclusive province of numerical models. The model is intended for preliminary evaluation of groundwater quality on a regional scale in areas subject to diffuse sources of contamination.

	Wexler (1989) presented eleven analytical solutions of one-, two-, and three- dimensional analytical models. Wexler’s solutions were compiled from available literature or derived by the author for a variety of boundary condition types and solute source configurations with uniform groundwater flow. This is another popular model library.

	Brown and McWhorter (1990) presented an analytical solution for the case of isothermal, transient, one-dimensional sorption of water with constant liquid content boundaries. A relation is also obtained for the evaporation and condensation within flow field.

	Yates (1990) presented an analytical solution for one-dimensional transport in heterogeneous porous media with a distance-dependent dispersion relationship. The solution can be used to characterize differences in the transport process relative to the classical convection dispersion equation that assumes that the hydrodynamic dispersion in the porous medium remains constant.

	Leij, Skaggs, and van Genuchten (1991) presented analytical solutions for solute transport in three-dimensional semi-infinite porous media.

	Bosma and van der Zee (1992) presented an analytical approximation solution for nonlinear adsorbing solute transport in layered soils. They consider reactive solute transport in a soil consisting of two layers that have different biochemical properties. Assuming adsorption is adequately described with the Freundlich equation, the degree of adsorption nonlinearity differs. Using simple corrections the fronts are approximated analytically for case 1, where that the top layer adsorbs nonlinearly whereas the subsoil layer adsorbs linearly, and for case 2 where the layering order is reversed. By comparison with numerical calculations, Bosma and van der Zee show the adequacy of the analytical approximations as well as the effect of layering order on the subsoil front shapes. For the case of a layered soil with nonlinear adsorption and first-order decay, analytical approximations appear to describe the numerically found fronts well.

	Neville (1992) presented an analytical solution for one-dimensional subsurface transport of organic contaminants with multiprocess nonequilibrium. The model is a combination of the two-site and two-region conceptualizations. The mobile and immobile regions are each subdivided into three compartments. The first compartment in each region is the dissolved phase and the second and third compartments constitute the sorbed phase. In the second compartment, sorption occurs instantaneously, while in the third it is rate limited. The first-order mass transfer approach is used to model transport between the mobile and immobile regions. The analytical solution can represent domains of both finite and semi-infinite extent and accommodates non zero initial concentrations.

	Serrano (1992) described field scale solute transport parameters in terms of regional hydrologic and aquifer hydraulic properties, such as recharge rate, transmissivity, hydraulic gradient, aquifer thickness and soil porosity. A dispersion equation in an aquifer subject to recharge and variable groundwater velocity is one with coefficients given as variable functions of distance. An analytical solution of this equation is presented along with numerical comparisons with the classical convection dispersion equation and sensitivity tests on the effect of hydrologic hydraulic variables on the contaminant evolution. It was found that the recharge rate substantially affects the contaminant distribution and may partially explain the scale dependence of dispersion parameters. Transmissivity and hydraulic gradient values also determine the velocity distribution and therefore the rate of migration.

	Yates (1992) presented an analytical solution describing the transport of dissolved substances in heterogeneous porous media with an asymptotic distance-dependent dispersion relationship. The solution has a dispersion function that is linear near the origin and approaches an asymptotic value as the travel distance becomes infinite. This solution can be used to characterize differences in the transport process relative to both the classical convection dispersion equation that assumes that the hydrodynamic dispersion in the porous medium remains constant and a dispersion solution that has a strictly linear dispersion function. The model may provide an alternate means for obtaining a description of the transport of solutes in heterogeneous porous media.

	Angelakis et al. (1993) presented an analytical solution for transient soil gas diffusion coupled to two convective dispersive solute transport equations. First-order kinetic transformations, linear equilibrium distribution coefficient for both solutes, and equilibrium gas solubility for the gaseous product were assumed. The solution was verified by comparison to a numerical solution using an explicit finite difference scheme. The analytical solution shows that the soil gas distributions were highly affected by the gas solubility and by the distribution coefficient and the transformation rate constants of both solutes. The gas distributions were not significantly affected by the dispersion coefficient of either solute. The gas distributions are slightly affected by changes in the gas diffusivity over the range expected for different gas species at a single value of air filled porosity. Changes in soil water content and the corresponding change in air filled porosity would result in large changes in the gas concentration profiles.

	Basha and El-Habel (1993) presented an analytical model that provides an approximate description of scale dependent transport. The model is based on the advection dispersion equation but with the dispersion coefficient dependent on the travel time of the solute from a single input source. The time dependence of the dispersion coefficient can assume arbitrary functional forms. Eight particular solutions for various dispersion functions and mass injection scenarios are presented. These include linear, exponential, and asymptotic variation of the dispersion functions and instantaneous as well as continuous mass injection. The analytical solutions could model the transport of solute in a hydrogeologic system characterized by a dispersion coefficient that varies as a function of travel time from the input source. It could provide a modeling solution to solute transport problems in heterogeneous media and be used as a suitable model for the inversion problem, especially since more than one fitting parameter is available to fit the field tracer data that exhibit a scale effect.

	Ellsworth and Butters (1993) presented three-dimensional analytical solutions to the advection dispersion equation in arbitrary Cartesian coordinates. Using the method of Green’s functions, a generalized analytical solution of the three-dimensional advection dispersion equation set in an arbitrary Cartesian coordinate system is given for the solute resident concentration in a semi-infinite porous medium with an arbitrary initial condition, surface boundary condition, and sink/source terms. Two particular solutions for a rectangular surface flux boundary condition and a buried parallelepiped, respectively, are derived from the general solution. The corresponding frequency domain solutions, analytical expressions without numerical integration, are given which provide a more efficient method of computation for generating two  and three-dimensional fast Fourier transform algorithm.

	Fry and Istok (1993) presented an analytical solution to the solute transport equation with rate limited desorption and decay. This solution is derived for the advection dispersion equation with rate limited desorption and first-order decay, using an eigen-function integral equation method. The model equations represent one-dimensional solute transport in a homogeneous isotropic porous medium where the porous medium is saturated with the aqueous solution. The flow field is uniform. Rate limited desorption is described as a first-order process where the rate is proportional to the difference in concentration between the sorbed phase and the aqueous phase.

	Leij et al. (1993) presented analytical solutions for nonequilibrium solute transport in three-dimensional porous media during steady unidirectional flow. The solutions can be used to model transport in porous media where the liquid phase consists of a mobile and an immobile region (physical nonequilibrium) or where solute sorption is governed by either an equilibrium or a first-order rate process (chemical nonequilibrium). The transport equation incorporates terms for advection, dispersion, zero-order production, and first-order decay. General solutions were derived for the boundary, initial, and production value problems using Laplace and Fourier transforms. A comprehensive set of specific solutions is presented using Dirac functions for the input and initial distribution, and/or Heaviside or exponential functions for the input, initial, and production profiles. A rectangular or circular inflow area was specified for the boundary value problem while for the initial and production value problems the respective initial and production profiles were located in parallelepipedal, cylindrical, or spherical regions of the soil. Solutions are given for both the volume averaged or resident concentration as well as the flux averaged or flowing concentration.

	Lerner and Papatolios (1993) presented an analytical expression that predicts how solute concentrations evolve with time in a pumped well. The basic expression represents uniform recharge and uniform concentration of a conservative solute in the recharge. It shows that pumped concentrations are independent of pumping rates. The expression can be developed to allow for more complex patterns of recharge and solute loading, and an example is given with three zones of recharge and concentrations, induced river recharge, and a cross boundary inflow.

	Wallach (1993) presented an approximate analytical solution for soil chemical transfer to runoff with a modified boundary condition. Two mass balance equations were used to model the transfer of dissolved chemicals from the soil solution to the surface runoff water and the transport of these chemicals to the field outlet. One mass balance equation was written for chemicals dissolved in the overland water, the other for chemicals within the soil profile. Chemical input into the surface water was expressed as a rate limited convective mass transfer, depending on both soil surface the runoff concentrations.

	Zaidel and Russo (1993) presented analytical models of steady state organic species transport in the vadose zone with kinetically controlled volatilization and dissolution. Kinetically controlled volatilization and dissolution of nonaqueous phase liquids (NAPLs) may play an important role in the transport of volatile compounds in the unsaturated (vadose) zone. In this study, one-  and two-dimensional steady state transport problems are solved analytically. The one-dimensional case is pertinent to pollution by a relatively long, mainly horizontally spread leak of NAPL. The two-dimensional case corresponds to situations in which the pollution spreads primarily vertically, originating at the ground surface and migrating to the top of the capillary fringe, and in which the solution domain may be represented by a cross sectional model. Solutions of the steady state transport problems are used to investigate effects of several parameters, characterizing the advective  dispersive and purely diffusive transport regimes, on the NAPL concentration distribution for the one  and two-dimensional cases, respectively.

	Illangasekare et al. (1994) presented a quasi-analytical technique for the solution of governing equations of steady groundwater flow and advective transport in aquifers. This technique is based on integral transforms and does not require any spatial discretization of the solution domain. It produces a continuous and differentiable solution to the groundwater flow equation, thus making it possible to obtain conveniently a continuous velocity field in three-dimensional physical domains without any spatial discretization. This velocity field, in conjunction with a method of characteristics particle tracking scheme is used to solve the advection component of the transport equation. A three-dimensional transport model based on this technique was developed and analyzed for effectiveness as a modeling tool. The model was used to study the effect of complex three-dimensional flow on two-dimensional apparent macrodispersion.

	Kool et al. (1994) presented a composite modeling approach for simulating the three-dimensional subsurface transport of dissolved contaminants with transformation products. The approach is based on vertical infiltration and contaminant transport in the unsaturated zone and three-dimensional groundwater flow and contaminant migration in the saturated zone. Moisture movement and groundwater flow are considered to be steady, but contaminant transport is treated as transient. The model allows for advection, dispersion, linear or nonlinear equilibrium sorption, and first-order biochemical transformation of either a single contaminant species, or a multispecies, straight or branched, decay chain. The model contains fully three-dimensional solutions for flow and transport in the saturated zone, as well as two-dimensional solutions for vertical cross sectional and areal scenarios.

	Leij and Bradford (1994) presented analytical solutions for selected cases of three-dimensional solute transport during steady unidirectional water flow in porous media with uniform transport and flow properties. The transient solutions are evaluated for five different transport scenarios in either a Cartesian or cylindrical coordinate system. The steady state solutions are also provided for three initial value problems.

	Zaidel and Russo (1994) presented a one-dimensional vertical model of kinetically controlled diffusive transport of organic vapors pertinent to pollution caused by a relatively long, ground surface originating, mainly horizontally spread leak of NAPL, the volatile compound of which undergoes sorption and degradation in the soil. Analytical solutions of this model are applicable to homogeneous soils with ground surface fully open to the atmosphere.

	Yuan’s solutions (1995) were established through the extension of Domenico and Robbins’ model to simulate one-, two-, and three-dimensional contaminant transport from an exponentially decaying source of finite size. The models incorporate one-dimensional groundwater velocity, longitudinal and transverse dispersion.

Characteristics of References

	The references reviewed in this study have characteristics that are distinguish them from the standard model set. Characteristics of the references are listed in Table 2-2.

Table 2-2  Characteristics of models 

References�Distinguished Characteristics��Hoopes and Harleman (1967)�radial flow and radial dispersion��Eldor and Dagan (1972)�radial flow and radioactive decay source��Van Genuchten and Wierenga (1976)�unsaturated, two liquid regions (mobile and immobile) flow, and aggregated sorbing medium��Cleary and Ungs (1978)�one-dimensional principal and arbitrary flow fields, two-dimensional dispersion, and decay source type��Domenico and Palciauskas (1982)�minimum data requirement, maximum concentration level prediction��Mironenko and Pachepsky (1984)�stagnant liquid phase��Chen (1985)�radial dispersion with simultaneous diffusion into adjacent strata, radial dispersion from an injection well into a planar fracture contained in a porous formation��Domenico and Robbins (1985)�multidimensional dispersion, pulse source term (instantaneous and continuos source)��Van Genuchten (1985)�sequential first-order decay reactions��Gureghian and Jansen (1985)�multilayered geologic medium, three member radionuclide decay chain migration from a high level waste repository located in a saturated multilayered aquifer��Booker and Rowe (1987)�deep layer with a variable surface concentration, time dependent mass input to the landfill, lumped diffusion coefficient��Chen (1987)�radial flow, radial dispersion, resident and flux concentration distributions with a continuous or a pulse injection��Domenico and Robbins (1987)�multidimensional dispersion, exponential decay source��Galya (1987)�horizontal plane source��Guvanasen and Guvanasen (1987)�radially converging flow field, finite volume of tracer��Chen (1989)�contaminant transport from an injection well into a leaky aquifer��Dillon (1989)�vertical cross section, two-dimensional dispersion with two-dimensional flow��Wexler (1989)�eleven multidimensional dispersion models��Brown and McWhorter (1990)�combined liquid and vapor multiple phase transport by a volatile solvent��Yates (1990)�heterogeneous porous media, distance dependent dispersion��Leij et al. (1991)�three-dimensional semi-infinite porous media��



Table 2-2  Characteristics of models (continued)

Bosma and van der Zee (1992)�a dual porosity medium with nonlinear sorption in the immobile region and linear sorption in the mobile region��Neville (1992)�multiprocess nonequilibrium��Serrano (1992)�field scale solute transport subject to recharge rate, transmissivity, hydraulic gradient��Yates (1992)�heterogeneous porous media, exponential dispersion function, a linear dispersion model solution��Angelakis et al.  (1993)�transient soil gas diffusion, three species of two solutes and a gaseous product in soil��Basha and El-Habel (1993)�heterogeneous media, time dependent dispersion��Ellsworth and Butters (1993)�three-dimensional ADE, three-dimensional dispersion, arbitrary Cartesian coordinates��Fry and Istok (1993)�rate limited desorption and decay��Leij et al. (1993)�three-dimensional dispersion, two side chemical nonequilibrium, two-region physical nonequilibrium��Lerner and Papatolios (1993)�predicting nitrate concentrations in pumped groundwater with zones of different recharge rates��Wallach (1993)�chemical input into the surface water��Zaidel and Russo (1993)�homogeneous unsaturated flow/transport domains��Illangasekare et al. (1994)�three-dimensional flow on two-dimensional apparent macrodispersion��Kool et al. (1994)�steady state solution, infiltration through the unsaturated zone��Leij and Bradford (1994)�three-dimensional dispersion in either a Cartesian or cylindrical coordinate system��Zaidel and Russo (1994)�homogeneous unsaturated medium with ground surface fully open to the atmosphere��Yuan (1995)�multidimensional dispersion, exponentially decay source��



Summary

	Analytical solution models from 38 references were reviewed in this study. Analytical solutions to many groundwater contaminant transport areas were developed according to the review. The references cover a great deal of groundwater contaminant transport areas as shown in Table 2-2. The author is not aware of the availability of analytical solutions of the following groundwater contaminant transport models:

models with characteristics of saturated zone, homogeneous medium, multichemical, and multidimensional dispersion,

models with characteristics of saturated zone, heterogeneous medium, multichemical, and multidimensional dispersion,

models with characteristics of one-dimensional arbitrary flow, multidimensional dispersion, and heterogeneous medium, and

models with characteristics of multidimensional flow.



2.2	A Review of the Developments in Environmental Modeling Systems

	This section describes general concepts of expert systems and decision-support systems. Reviews of environmental related expert systems and decision-support systems are included in the section. The purpose of the review is to present the recent developments of the contaminant transport modeling on expert systems and decision-support systems and to allow one to compare the approach used in this research with other recently developed approaches.

2.2.1	Introduction

	Loucks et al. (1985) evaluated the constraints to the widespread use of environmental modeling and suggested that technical problems, such as poor scientific representations of natural processes, were not as significant as institutional constraints, such as difficulties people have in interacting with the model itself. They suggested that decision-support systems can increase the use of environmental modeling and enhance technical communication. Hushon (1990) also had the similar conclusion about  environmental expert systems. She stated that the environmental expert systems can be  expected to increase rapidly for at least several years since there are many problems for which expert systems can provide superior solutions to those available from traditional computer programs. The purpose of this section is to introduce expert systems and decision-support systems for developing environmental modeling systems. Reviews of some environmental modeling computer systems are also shown in this section.

Expert Systems

	The term “Expert Systems” is often used as a synonym for “Knowledge-based Systems”. Expert systems are generally considered to be a branch of artificial intelligence. Expert systems have been defined as “man and machine systems with specialized problem solving expertise.” An expert system relies on a database of knowledge about a particular subject area, an understanding the problems addressed within that subject area, and skill at solving these problems. Expert System development began in the late 1960s. These systems generally sought to solve problems in narrowly defined areas that were well understood by a few experts. The earliest and most published system is MYCIN that was developed at Stanford University to help diagnose and identify drug therapies for treating pulmonary bacterial blood infections.

	Hushon (1990) described several ways in which expert systems can be distinguished from traditional data processing systems:

perform difficult tasks at expert performance levels,

emphasize problem solving strategies,

employ a certain amount of self knowledge to evaluate their own inference mechanisms and justify their conclusions,

deal with both symbolic and numeric logic,

provide for the consideration of incomplete or uncertain data sets, and

also follow the human consultation paradigm.

Decision-Support Systems

	The term “Decision-support System” was first used in the business and management world to describe a new class of software for supporting executive decision making instead of computing solutions to everyday operational problems. Gorry and Scott-Morton (1971) developed a framework for contrasting conventional software programs with decision-support systems. Conventional software was characterized by the authors as automation for repetitive, highly structured problems, such as payroll and inventory where there is a well defined procedure for processing information. A decision-support system on the other hand, was defined as software for increasing the effectiveness of a decision maker while he or she performs less structured tasks, typically managerial or planning. These problems are nonroutine and nonrepetitive, and the decision maker usually does not have an established approach to solving the problem. A decision-support system supports, but does not replace, the decision making process of the person solving the problem.

	Sprague and Carlson (1982) gave a description of decision-support systems:

They tend to be aimed at the less well structured underspecified problems that upper level managers and professionals typically face.

They try to combine the use of models or analytical techniques with traditional data access and retrieval functions.

They specifically focus on features that make them easy to use by noncomputer people in an interactive mode.

They stress flexibility and adaptability to fit changes in the situation and decision making approach of the user.

Expert Systems vs. Decision-Support Systems

	What are the differences between decision-support systems and expert systems? Newell (1990) made a comparison:

“An expert system is usually applied to narrow and very specific problems. The knowledge an expert has about a particular topic is enormous, and developers of expert systems must stay within a very small area to limit the amount of knowledge that is needed to answer the problem. Expert systems are usually system driven; the computer dictates what the next step is, usually by asking the user a question. Because expert systems are expensive to develop, they usually deal with operational problems that need to be answered frequently by users. In summary, an expert system is an attempt to impose structure on a semistructured problem by trying to extract rules from an expert that have never been recorded or expressed. Decision-support systems are more like a collection of tools and data that are used to solve problems. The problems are often very broad; the user can play with the tools and experiment to find a solution. The decision process is controlled by the user when he 
or she 
decides how to apply the different types of tools an data that are available. Generally, decision-support systems are best suited to solving management and planning domain, instead of routine operational problems. The decision-support systems are not a computerized expert; they are a computerized assistant for the user.”

	Grenney (1994) suggested that different practical applications require different subsystem emphasis and characteristics:

“For example, Kraszewski and Soncini-Sessa (1985) refer to their interactive water quality simulation model (WODA) as a “modeling support system” (MSS) although it exhibits attributes similar to models that have been labeled decision-support systems by others. Complex simulation models are being enhanced by the application of rule-based pre and post processors. For example, software to expedite calibration of the widely used storm water management model (SWMM) relies heavily on rule base subsystems to assist the user in selecting parameter values for the main simulation model (Liong, 1991).”

	Loucks (1995) suggested that an expert system can be a component in a decision-support system:

“The analysis tools included within a decision-support system will depend on the problems being addressed, on the spatial and temporal resolutions required, and on the skills and judgments of their developers. The tools can include descriptive or proscriptive models of natural, physical, economic, and social processes, geographical information systems, expert systems (knowledge-based or intelligent decision systems that exploit artificial intelligence techniques), executive information (data bases, analysis tools, and interfaces that address the needs of top managers), and group negotiation support systems (that support teams of cooperative and uncooperative decision makers).”

	The viewpoint in this dissertation is similar to Loucks’ viewpoint. Many of knowledge representation methods, problem solving approaches, and software tools of expert systems can be applied in building a decision-support system.

Components of Decision-support Systems

	Davis (1988) suggests that the a decision-support system can be structured into five major components as follows: the database, database management facilities, quantitative modeling component, report gen
erator, and the human interface. The descriptions follow:


The database contains the reservoir of information that describes all of the pertinent conditions and characteristics of the problem in question.

The data base management component is responsible for getting information to and from the database. The data base management component acts as both a conductor and controller in directing and funneling the flow of information between the database and other parts of the system.

The quantitative modeling component provides a mathematical representation of the complex structure and relationship between the various parts of the problem. Quantitative models are necessary in order that a physical system can be depicted and analyzed by a computer. The mathematical formulation embedded within the model provides a descriptive mechanism through which information can be manipulated repeatedly and the decision maker can emulate what will actually take place.

The function of the report generator is to consolidate, arrange, sort, and display data in a concise and easily understandable format. The effective report generator allows each user to prescribe what range of information is to be examined and how it will be displayed.

The user interface component is responsible for providing all interaction and communication between the computer and the manager. In the ideal decision-support system, the interface component hides the technical complexities and internal mechanism necessary to automate the process.

	Loucks (1995) suggests decision-support systems can include the following:

optimization and simulation models that find values of decision variables or system performance indicators given inputs and constraints,

geographic information systems that permit analyses and displays of spatial data,

genetic algorithms that can help in the calibration of physical and chemical process models as well as determine parameter values of system design and operating policies,

neural networks that can learn to reproduce results of complex processes and hence serve as “black boxes” for those processes,

expert or knowledge-based systems that can process rules and symbols to draw conclusions principally through logical or plausible inference sequences and that can provide users with an explanation of how those conclusions were reached, and

statistical and graphical packages for data analyses and display.

	This dissertation adopts the viewpoint of Grenney et al. (1994) that components of decision-support systems depend on the problem being solved, on the size of the problems being addressed, on the preference of developers, and on the resources available to and the requirements of the end users. The author expects that decision-support systems’ input and output data can be in a wide variety of forms, ranging from tables to text to static and dynamic time  or space series graphs, to static and dynamic pictures and displays on maps to sound and video, and even to multidimensional virtual reality. The researcher also believes that decision-support systems must be able to run on personal computers, workstations, and any other computer platforms.

2.2.2	Environmental Modeling Systems

Reviews

	Newell et al. (1990) developed OASIS that integrates four groundwater contaminant transport models, a database, and Macintosh HyperCard graphical user interface. The system was targeted at two groups of users: current modelers who need more efficient interfaces and data management tools, and people who are not using models now because the modeling process is too involved and requires specialized knowledge. The OASIS system is the first groundwater contaminant transport modeling system that has a user-friendly graphical user interface.

	McClymont and Schwartz (1991) developed the Expert ROKEY system that is a combination of a contaminant transport model (ROKEY), a knowledge-based system (EXPAR), and three other utility programs. EXPAR, the focus of this work, is partitioned into two levels. The top level is a preprocessor with a built in database for ROKEY. This level consists of a program control unit, a global database, and a set of computer forms. The bottom level consists of elaboration programs and assistance programs. Elaboration programs provide supporting information for each parameter and brief tutorials for the mass transport processes included in the model. Assistance programs are individual knowledge-based systems that provide help to determine parameter values. One evaluation was conducted to test the usefulness of EXPAR. The exercise tested the ability of 18 participants to simulate the distribution of three organic compounds at a hazardous waste site near Ottawa, Canada. From the results, the embedded knowledge in the EXPAR system appeared to provide valuable assistance in modeling, and the system itself met the authors’ expectations in terms of the user friendliness and robustness. The ROKEY system is one of the first environmental modeling systems that provides a parameter assistant program to help users in solving a contaminant transport problem.

	Rozenblit and Jankowski (1991) proposed an approach to simulation modeling of natural systems in the context of water quality modeling in streams affected by point source pollution. In the approach presented in their work, a stream or its section is viewed as a collection of components, i.e., stream segments. The structure of a stream is its segments and their couplings. For each stream segment, a single constituent model describing processes affecting the segment's water quality is defined. Models are coupled in a hierarchical manner. The hierarchical, modular model specification results in a stream model comprised of a finite number of subsegment models. Fundamental theoretical concepts supporting such a specification are described. A prototype simulation modeling environment to support prediction of water quality in streams has been implemented and tested. The approach differs from other natural systems modeling frameworks in its modular model specification facilities, high degree of model reusability and support for model selection and coupling.

	Booty et al. (1994) presented RAISON, Regional Analysis by Intelligent Systems ON a microcomputer, system that is a multimedia environmental data analysis tool kit that contains a fully integrated database management system, spreadsheet, geographical information system (GIS) graphics, statistics, modeling, expert system modules and a programming language that allows the user to create specialized applications. Authors provided a special application of the system for carrying out environmental impact assessments for point source discharges, with an example of assessment of acid mine drainage in Ontario, Canada.

	Burde et al. (1994) introduced an expert system SAFRAN that has been developed to derive decision related conclusions from a tuple of attributes assigned to each area of a digital map. The user interface, designed to fit the needs of environmental planners, allows to enter rules defining relationships among the attributes. All of the needed data are managed by a GIS, to which SAFRAN has an interface. The expert system SAFRAN was used to evaluate the impact of atmospheric acid formers on soil and groundwater quality in forestal ecosystems.

	Calori et al. (1994) presented a prototype of a knowledge-based tool, FRAME, to support the user in choosing the appropriate air pollution model for his particular scenario. The system integrates a relational database for the management of all classes of information and a rule-based expert system for the explication and help phases. In order to assemble the knowledge base of the system and to give the most complete picture of the current state of the art, an extensive literature review has been performed, followed by a conceptual classification of the set of possible scenarios. The end user can access the information about the models in different ways, depending on his expertise about the application domain.

	Crowe and Mutch (1994) presented EXPRES, EXpert system for Pesticide Regulatory Evaluations and simulations, that has been developed to assist those who are knowledgeable, but not proficient, in the theory of pesticide transport in the subsurface or in the use of pesticide assessment models with a means of assessing the potential for pesticides to contaminate groundwater. The EXPRES system is intended to be used as a screening tool by nonexperts who need to evaluate the potential for pesticides to contaminate groundwater. EXPRES combines a knowledge-based system, a graphically based user system interface, extensive geographical and pesticide data bases, and three existing pesticide assessment models (LP/Ll, PRZM, and LEACHM). Based on the user's available data, objectives of the assessment and time constraints, EXPRES selects the most appropriate model, assists the user in the construction of an input data set, initiates an assessment, and aids in the interpretation of the results of an assessment model. Specific assistance in the Construction of the input data set includes providing pertinent data for characterizing a site or a pesticide from its data bases, assisting the user to respond to a prompt from EXPRES, aiding the user in estimating missing values for pesticide or site parameters, and ensuring the integrity of the input data set.

Comparisons of Contaminant Transport Modeling Systems

	OASIS is a decision-support system to guide a user setup a contaminant transport problem that comes with several analytical solution models and a numerical solution model. OASIS is only available on Apple Macintosh platform. 

	ROKEY/EXPAR is a decision-support system to guide a user in setting up a contaminant transport problem. The system contains one numerical model. ROKEY/EXPAR is a Microsoft DOS platform program. Both OASIS and POKEY/EXPAR systems do not provide guidance in choosing an appropriate groundwater contaminant transport model. Neither system is easy for users to maintain and upgrade.

	EXPRES selects the most appropriate model, assists the user in the construction of an input data set, initiates an assessment, and aids in the interpretation of the results of an assessment model. EXPRES contains three pesticide assessment models (LP/Ll, PRZM, and LEACHM). EXPRES’s purpose is to solve a specific pesticide contaminant problem rather than to choose a best model for solving general contaminant transport problems.

	FRAME is a knowledge-based tool for choosing the appropriate air pollution model for a particular scenario only. FRAME is a UNIX platform application.

	None of the systems can be used as a guidance tool to choose appropriate groundwater contaminant transport models for a particular scenario, although the FRAME system is conceptually close. None of the systems can be used via the Internet.

Summary

	Table 2-3 is a summary of the systems reviewed in this section.

Table 2-3  A list of environmental modeling systems

System�Authors�Description��OASIS�Newell et al. (1990, 1991)�OASIS : a graphical decision-support system for groundwater contaminant modeling��ROKEY/

EXPAR�McClymont and Schwartz (1991)�Embedded knowledge in software: a system for contaminant transport modeling��DEVS-Scheme�Rozenblit and Jankowski (1991)�An integrated framework for knowledge-based modeling and simulation of natural systems��FRAME�Calori et al. (1994)�FRAME, a knowledge-based tool, in choosing the appropriate air pollution model for a particular scenario��EXPRES�Crowe and Mutch (1990, 1994)�Expert system for assessing the migration and transformation of pesticides in the subsurface��SPEC�Grenney et al. (1994)�Knowledge-based system for evaluating in stream habitat��RAISON�Booty et al. (1994)�Expert system for point source water quality modelling��SAFRaN�Burde et al. (1994)�S A F Ra N : environmental impact assessment for regional planning��

2.3	A Review of Related Resources on the Internet

	This section describes the concept of the Internet and Internet programming and available Internet-based resource related to contaminant transport modeling on the Internet.

2.3.1	Introduction

	The purpose of this section is to introduce the concepts of using the Internet as the development platform for the modeling guidance system. Brief descriptions of some groundwater and environmental related resources on the Internet are presented in this section.

The Internet and the World Wide Web

	The Internet is the catch-all word used to describe the numerically huge world wide network of computers. The word "Internet" literally means "network of networks". The Internet started with the Advanced Research Projects Agency Network (ARPANET), but now includes such networks as National Science Foundation Network (NSFNET), and thousands of others. On any given day it connects roughly 15 million users in over 50 countries. The World Wide Web, Web or WWW, is mostly used on the Internet; they do not mean the same thing. The Web refers to a body of information, an abstract space of knowledge, while the Internet refers to the physical side of the global network, a giant mass of cables and computers (Malkin and Marine, 1991). NSFNET statistics (Hughes, 1993) shows that from January to August 1993, the amount of network traffic (in bytes) across the NSF’s North American network attributed to web use multiplied by 414 times. The Web can be thought as the graphical Internet service that provides a network of interactive documents and the software to access them. It is based on documents called pages that combine text, pictures, forms, sound, animation, and hypertext links called hyperlinks. To navigate the Web, users move from one page to another by pointing and clicking on hyperlinks in text or graphics. The Web has been used as a helpdesk, marketplace, art gallery, library, community center, school, publishing house, and many other uses (Microsoft, 1997).

A Hypothetical Case

	A hypothetical example is shown in the following paragraph to show how useful the Internet could be in groundwater contaminant transport modeling.

John is a hydrogeoglist working on a construction project for a small village. The construction damages an underground storage tank that contains organic liquids at 10 AM this morning. John has reasons to believe that the contamin
ant plume is moving toward a 10-
acre
 shrimp pond that is located 
100 feet east of the leaking underground tank. John needs to find out how long will this plume reach the pond and kill all shrimp
. The only tool he can find is a Web TV in a local Radio Shack. John heard about 
a web site that contains many analytical solutions for groundwater contaminant transport modeling. So he uses the Web TV to connect to the web site in no time. John inputs requests via a user interface of the web site. His requests are analyzed by a guidance engine. The guidance engine queries the database on the web site, finds an appropriate model, activates the model, gets results from the model, and returns the results to the interface. So John gets information what he is looking for - shrimp
 in the pond will surely die in 4 hours.

Advantages of the Internet-based System

	Advantages of the Internet-based modeling guidance system described in this hypothetical case are as follows:

Location transparency. A web page on a web server may be accessed by any client machine running a web browser, anywhere in the world.

Client
-
platform independence. Because only the browser resides on the client side, the Internet-based system may be accessed from any client machine with an Internet ready browser.

Instantaneous deployment of system upgrades. Under non-Internet modeling guidance systems, software upgrades must be “pushed” to each user’s machine, usually at considerable expense in terms of time and money. Under the Internet-based system, all database, guidance facilities, and models are located on the server. Software upgrades only involve the server computer.

2.3.2	Concepts of HTML, CGI and Java

	This section explains basic concepts of HTML, CGI, and Java that are heavily used in the system.

HyperText Markup Language (HTML)

	The basic element of the Web is a page. Pages are written in an evolving language called HyperText Markup Language, or HTML. HTML documents are composed of plain text and special text, called tags. Tags are instructions to the web browser to do special functions with the associated plain text. The major advantages of using HTML are its universal appearance under different plat
forms and its plain text format:


Universal appearance. The appearance of a web page under Netscape Navigator 3.0 for Macintosh looks similar to the appearance of the web page under Microsoft Internet Explorer for Windows 95 or other browsers. A web developer does not have to consider different constraints for different platforms.

Plain text format. A HTML web page is stored in a plain text format (ASCII). It is very easy for a web developer to edit or modify a web page using any text editor.

Common Gateway Interface (CGI)

	HTML has a built-in gateway, Common Gateway Interface (CGI), that allows HTML programmers to call a program written in any language they want to use. A gateway is a connection to the external operating system. CGI gives programmers a way for HTML web pages to call external programs and get back the results. The following list explains the process Behind CGI. Several things must occur for a CGI program to execute successfully:

The user calls a CGI program by clicking on a link or by pushing a button.

The web browser contacts the web server asking for permission to run the CGI program.

The web server checks the configuration and accesses files to make sure the requester is allowed access to the CGI program.

The web server checks to make sure the CGI program exists.

If it exists, the CGI program is executed.

Any output produced by the CGI program is returned to the web browser.

The web browser displays the CGI output.

	CGI can be used for manipulating a web server’s database from a client computer. A popular combination of CGI tools is by using Structured Query Language (SQL) via Microsoft ODBC to access a Microsoft Access database file. In this method, ODBC and database are located in the server computer. SQL programs can be either predefined by programmers or created by end users. The major advantage of this method is that end users can manipulate the database in the way they want.

Java

	Java is a language developed by Sun Microsystems that allows World Wide Web pages to contain code that is executed on the browser. It is a general purpose concurrent class based object oriented programming language, specifically designed to have as few implementation dependencies as possible. 

	The major advantage of Java over other programming tools (such as Microsoft ActiveX, Visual C++, Visual Basic) is that Java is platform independent. Java allows a single application to run on multiple platforms. In contrast, ActiveX allows routines written in multiple languages (C, C++, Basic, and so on) to coexist within a single application on a single platform (Microsoft Windows running on an Intel CPU). Java allows application developers to write a program once and then be able to run it everywhere on the Internet. Unlike a CGI program, a Java applet runs on the user’s (client’s) machine.

Building a Decision-Support System in HTML, CGI, and Java

	As mentioned in the previous section, components of a decision-support system depend on the problem being solved (Grenney et al., 1994). The components of an Internet-based decision-support system could include a graphical user interface, database, database management facilities, and quantitative modeling component. All components except the database can be created by using HTML, CGI, and Java. The database component can be generated by using Microsoft Access or other database programs. The combination of HTML, CGI, and Java is a capable development toolkit to develop a decision-support system on the Internet.

2.3.3	Reviews of Internet Resources

	Sharing of computation resources over the Internet is becoming common in groundwater contaminant transport modeling. There are many web sites that contain useful information regarding groundwater contaminant transport modeling. In this section, these web sites were classified to four categories: informative web sites, commercial web sites, FTP sites, and interactive groundwater modeling web sites. 

Informative Web Sites

	Informative web sites contain information regarding groundwater research projects or/and useful links to other Internet groundwater resources. 
The following are some examples:


Dr. Alexander H. D. Cheng’s WaterEcoNet web site at http:// www.ce.udel.edu/faculty/cheng/wenet/program.html contains information regarding some public domain groundwater contaminant transport software programs and their specifications.

Groundwater.Com at http://www.groundwater.com  is the Internet domain of Bannister Research and Consulting. It contains several online resources relating to groundwater.

International Ground Water Modeling Center, IGWMC, that is an internationally oriented information education and research center for groundwater modeling has a web sit at http://www.mines.edu/igwmc. IGWMC supports and advances the appropriate use of quality assured models in groundwater resources protection and management.

Pacific Northwest National Laboratory’s Environmental Technology Division’s Hydrology web site at http://terrassa.pnl.gov:2080/hydrology/ software.html  contains information regarding hydrology software and computer modeling programs.

Commercial Web Sites

	Commercial web sites contain commercial Internet-based groundwater related modeling software. Two examples are shown as follows:

Environmental HydroSystems web site at http://hydrosystems.com is maintained by Environmental HydroSystems, Inc. (EHI) that specializes in the open analysis of hydrologic and hydraulic systems and in the open development and application of scientific software and hardware systems to support such analysis. One of their products is an Internet-based groundwater and porous media modeling and environmental software server. This server is provided to promote the dissemination of public domain and proprietary porous media and environmental software and supporting information.

Horizontal Technologies, Inc. web site at http://www.horizontal.com is maintained by Horizontal Technologies, Incorporated (HTI) that is a provider of trenched horizontal systems in the U.S. This web site has a online Java-powered horizontal well design system.

FTP Web Sites

	FTP web sites contain non-Internet based software that can be downloaded by users via the Internet. An example is the GWRP web site that is basically an FTP site decorated with HTML pages. There are many of these web sites on the Internet. The following nine web sites are typical:

USEPA CSMOS web site at http://www.epa.gov/ada/csmos.html is maintained by Center for Subsurface Modeling Support (CSMOS) that provides a source for publicly available groundwater and vadose zone modeling software and services.

U.S. Geological Survey Water Resources Applications Software Page at http:// water.usgs.gov/software/ground_water.html contains many public domain groundwater software and source codes.

GWRP web site at http://gw2.cciw.ca/gwrp is maintained by the Groundwater Remediation Project of the National Water Research Institute of Environment Canada, and is located at the Canada Centre for Inland Waters in Burlington, Ontario. This web site has a collection of groundwater modeling and analysis software for download.

Waterloo Hydrogeologic at http://www.golden.net/~whs/index.html is maintained by Waterloo Hydrogeologic that is a company in developing and distributing applications of numerical and analytical modeling techniques for groundwater flow and contaminant transport interpretation. This web site has a few collections of groundwater modeling software for sell.

Center for Computational Sciences at Oak Ridge National Laboratory (ORNL) has a web site http://www.ccs.ornl.gov/HomePage.html that contains information regarding environmental modeling and remediation. There is a Groundwater Contaminant Transport (GCT) code that is a fully three-dimensional parallel code for groundwater contaminant transport. This site also has two groundwater transport movies that demonstrates how contaminant flow moves in subsurface.

United States Salinity Laboratory (USSL) that is a National Laboratory for basic research on the chemistry, physics, and biology of salt affected soil plant water systems has a web site at http://www.ussl.ars.usda.gov. This site has some models and database available for download.

Computer Oriented Geologic Society (COGS) has a web site  at ftp://ftp.csn.org/COGS/Hydrology/00-index.txt that contains several public domain hydrogeology software.

University of Manitoba Groundwater Shareware Database and FTP site at http://www.umanitoba.ca/geo_eng/Groundwater that has several groundwater software and database.

Intera Inc.’s software FTP site at http://www.intera.com/link/ lnksoft.html has several groundwater models and well test analysis programs.

Interactive Groundwater Model Web Sites

	Interactive groundwater model web sites contain groundwater contaminant transport Java model applets. Users can use Java model applets via the Internet. So far, the ANTS web site is the only web site that the author is aware of with this capability. The URL address of ANTS is http://cleveland1.cive.uh.edu/ index.html.
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